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Abstract—In this paper we develop a general framework for the problem of flow control over wireless networks, evaluate the existing approaches within that framework, and propose new ones. Significant progress has been made on the mathematical modeling of flow control for the wired Internet, among which Kelly’s contribution is widely accepted as a standard framework. We extend Kelly’s flow control framework to the wireless scenario, where the wireless link is assumed to have a fixed link capacity and a packet loss rate caused by the physical channel errors. In this framework, the problem of flow control over wireless can be formulated as a convex optimization problem with noisy feedback. We then propose two new solutions to the problem achieving optimal performance by only modifying the application layer. The global stability and the delay sensitivity of the schemes are investigated, and verified by numerical results. Our work advocates the use of multiple connections for flow, or congestion control, over wireless.
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I. INTRODUCTION

TCP has been widely successful on the wired Internet since its first implementation by Jacobson [1] in 1988. TCP Reno, the most popular TCP version today, in its congestion avoidance stage, increases its windows size by one if no packet is lost in the previous round trip time, and halves the windows size otherwise. The key assumption TCP relies on is that packet loss is a sign of congestion. In wireless networks however, packet loss can also be caused by physical channel errors; thus the congestion assumption breaks down, resulting in TCP underutilizing the wireless bandwidth. Similar observations hold for TCP-friendly schemes, e.g. TCP-Friendly Rate Control (TFRC) [2, 6, 25], as they share the same key assumption as TCP.

Consequently, there have been a number of efforts to improve the performance of TCP or TFRC over wireless [8–24]. All these methods either hide end-hosts from packet loss caused by wireless channel error, or provide end-hosts the ability to distinguish between packet loss caused by congestion, and that caused by wireless channel error. For example, Snoop is a TCP-AWARE link layer approach which suppresses acknowledgement packets (ACK) from the TCP receiver, and does local retransmissions when a packet is corrupted by wireless channel errors [8]. End-to-end statistics can be used to detect congestion when a packet is lost [17–24]. For example, by examining trends in the one-way delay variation, one could interpret loss as a sign of congestion if one-way delay is increasing, and a sign of wireless channel error otherwise. The disadvantage of these schemes is that they need modifications to network infrastructure or protocols, making them hard to deploy.

Our recent work on MULTFRC [25], modifying only the application layer, provides a new approach to improve the performance of TFRC in wireless networks, and as such is also applicable to TCP. MULTFRC opens appropriate number of connections given the observed round trip time, so as to fully utilize the wireless bandwidth, while keeping the packet loss rate and round trip time at a minimum. Theoretical analysis on the optimality, NS-2 simulations, and actual experiments evaluating MULTFRC performance are included in [25]. The main issue left to be addressed for MULTFRC is its stability. This is because in MULTFRC, both the number of connections and sending rate of each connection are dynamically adjusted, potentially resulting in network instability.

While the existing approaches provide practical insight on how to improve TCP over wireless performance, it is unclear whether they can easily scale to a network as large as the Internet. Hence a general framework for flow control over wireless is needed to address both stability and scalability issues prior to any implementation. Specifically, answers to the following questions are expected from this analysis:

• How does one re-define the problem of flow control
Recently there has been a great deal of research activities on decentralized end-to-end network flow control algorithms. A widely recognized setting, introduced by Kelly et. al [26], is to associate a utility function with each flow, a cost function with each resource, and to maximize the aggregate net system utility function. Under this framework, flow control schemes can be viewed as algorithms to compute the optimal solution to this maximization problem. Kelly et. al. [26] proposed two complementary flow control algorithms, the primal and the dual.

In primal algorithms, the users adapt source rates dynamically based on the prices along the path, and the routers select a static law to determine their prices directly from the arrival rates at the link. The algorithms proposed by Kunniyur and Srikant [30], Alpcan and Basar [35], Vinnicombe [34] belong to this class. The stability issue of various primal algorithms are investigated in [26,32,33,36].

In dual algorithms on the other hand, the routers adapt the prices dynamically based on the link rates, and the users select a static law to determine the source rates directly from the prices along the path and the source parameters. The algorithms proposed by Low and Lapsley [27], Paganini et. al. [39], Yaiche et. al. [29] belong to this class. The stability issue of various dual algorithms are investigated in [26,39].

There is also another class of algorithms named primal-dual, where both prices and source rates are changed dynamically by routers and users, respectively. The algorithms proposed by Low and Lapsley [27], Kunniyur and Srikant [31], Pagnini et. al [39] belong to this class. The stability issue of various primal-dual algorithms are investigated in [27,31,37,39].

These frameworks can be used to understand and design the congestion control algorithms and predict their performance. Low pointed out that different versions of TCP and queue management algorithms such as DropTail and RED can be analyzed under the same duality model with different utility functions and update functions [28]. Kunniyurand and Srikant investigated two algorithms that can be used to understand TCP’s behavior [30]. Kelly showed TCP is a primal like algorithm with packet loss rate as the associated price function [40]. The stability for the system with and without delay, with and without disturbance, are reviewed and developed in [40]. The paper also discusses the selection of the TCP parameters, in order to achieve a scalable robust congestion control.

In this paper, we extend Kelly’s framework in [26] to the wireless network scenario, where a wireless link is associated with a fixed bandwidth and a fixed packet loss rate caused by the physical channel errors. Specifically, we analyze the performance of the primal algorithm in the wireless case with packet loss rate as the price. A sufficient and necessary condition for suboptimal system performance is derived. We then analyze existing wireless flow control approaches and propose two efficient optimal approaches. The stability with and without delay are investigated and numerical results are provided to validate our analysis. While we adopt a particular form of price function in this paper, we do not make any assumptions in the stability proofs, other than the basic one by Kelly [26] on the price function. Hence our stability results apply to a more general setting.

Our paper differs from Chiang’s work [41] and Chiang and Bell’s work [42] in the models applied for wireless network. We model the wireless link with a fixed capacity and a packet loss rate caused by channel error. This assumption is made by taking into account the separation between physical, transport and application layers. In contrast [41] and [42] break down the layering abstraction, and allow end users and middle nodes to change the wireless transmission power in order to vary the capacity and interference of the wireless links. As such [41] and [42] define a more general optimization problem than ours. Another key difference is that [41] and [42] assume the timescale of rate control to be large enough to achieve the wireless channel capacity, and that all packets are successfully protected from channel error. In contrast, we assume the timescale of rate control to be on the order of round trip time so that wireless channel error can still cause packet loss.

This paper is structured as follows. Section II includes problem formulation. Then two approaches addressing the problem together with global stability and delay stability issues are discussed in Sections III and IV. Section V includes discussions and future work.

II. PROBLEM FORMULATION

A. Overview of flow control framework and a primal algorithm

Consider a network with a set $J$ of resources, and let $C_j$ be the finite capacity of resource $j$, for $j \in J$. In practice, the resources in the network are its links. Let a route $r$ be a non-empty subset of $J$, and denote $R$ to be the set of possible routes. Set $a_{jr} = 1$ if $j \in r$, so that resource $j$ lies on route $r$, and set $a_{jr} = 0$ otherwise. This defines a 0-1 routing matrix $A = (a_{jr}, j \in J, r \in R)$, indicating the connectivity of the network.
Associate a route \( r \) with a user, i.e. a pair of sender and receiver, and assume users behave independently; furthermore, assume a rate \( x_r \) allocated to user \( r \) results in utility \( U_r(x_r) \). \( U_r(x_r) \) is assumed to be an increasing, strictly concave, and continuously differentiable function of \( x_r \) over the range \( x_r \geq 0 \), corresponding to the definition of elastic traffic in [43].

Let \( U = (U_r(\cdot), r \in R) \), and \( x = (x_r, r \in R) \). Assume utilities are additive, so that the aggregate utility of the entire system is \( \sum_{r \in R} U_r(x_r) \). Define the cost incurred at link \( j \) as \( P_j(\cdot) \). The flow control problem under a deterministic fluid model, first introduced by Kelly et. al. [26] and later refined in [40], is a concave optimization problem maximizing the net utility:

\[
\max \sum_{r \in R} U_r(x_r) - \sum_{j \in J} P_j \left( \sum_{s : j \in s} x_s \right),
\]  
(1)

where the cost function \( P_j(\cdot) \) for using resource \( j \), similar to the one introduced in [30], is

\[
P_j(y) = \int_0^y p_j(z) \, dz.
\]
(2)

\( p_j(z) \) is called the price function and is required to be a non-negative, continuous, increasing function and not identically zero. With these assumptions on \( p_j(z) \), the function \( P_j(y) \) is strictly convex. One common price function used in practice is the packet loss rate\(^1\), which is zero for no congestion, and concavely increases when there is congestion, e.g.

\[
p_j(y) = \frac{(y - C_j)^+}{y},
\]
(3)

where \( C_j \) is the capacity of link \( j \), and \( y \) denotes the aggregate rate passing through link \( j \). Fig. 1(a) shows an example of \( p_j(\cdot) \) as packet loss rate on a link with capacity of 1000 bps.

The end-to-end packet loss rate for user \( r \) is

\[
1 - \prod_{j \in r} p_j(\sum_{s : j \in s} x_s),
\]

which is approximately \( \sum_{j \in r} p_j(\sum_{s : j \in s} x_s) \) when \( p_j(\sum_{s : j \in s} x_s) \) is small. In the rest of this paper, we assume price function to be packet loss rate as shown in (3), and to be small enough so that \( \sum_{j \in r} p_j(\sum_{s : j \in s} x_s) \) is the end-to-end packet loss rate for any user \( r \).

For the logarithmic utility function \( U_r(x_r) = w_r^o \log x_r \), where \( w_r^o \) is a weight and can be understood as pay per unit time, Kelly et. al. in [26] show that both primal and dual algorithms can be used to solve the optimization problem (1). In the rest of this paper, we will focus on the primal algorithm only, as it results in a distributed end-to-end based TCP-like behavior, and closer to what is currently deployed in practice. In particular, we consider the following primal algorithm [26] :

\[
\frac{d}{dt} x_r(t) = k_r \left( w_r^o - x_r(t) \sum_{j \in r} \mu_j(t) \right), \quad r \in R
\]
(4)

with \( k_r \) being a positive scale factor or the step size affecting the adaptation rate; and

\[
\mu_j(t) = p_j \left( \sum_{s : j \in s} x_s(t) \right).
\]
(5)

Equation (4) describes the time evolution of \( x_r \), i.e. the source rate of user \( r \). Equation (5) indicates the generation of congestion signal at link \( j \) in terms of a congestion price function \( p_j(\cdot) \). The congestion signals generated along the links on user \( r \)’s route are summed up and then fed back to the user \( r \) as the indicators of network congestion. Therefore, user exploits only aggregate information along its path. In practice users obtain feedback

\(^1\) Even though the packet loss rate here is not a strictly increasing function, for simplicity we assume it is. In practice, this assumption makes little difference.
prices by observing packet loss, ECN marking, or the increase in round trip time; the system in (4) corresponds to TCP-like additive increase, multiplicative decrease algorithm. Equation (5) refers to packet dropping or marking algorithm deployed on routers, e.g. RED [45] and ECN [46].

Observe that the source parameter \( w^o_r \) is proportional to the number of connections opened by user \( r \). To see that, assume \( w^o_r \) is set to \( w^o_r \) in (4) to control the one connection’s rate when user \( r \) opens one connection. User \( r \) opening \( N - 1 \) additional connections can be thought of adding \( N - 1 \) additional users along the same path as user \( r \), and associating the same source parameter \( w^o_r \) to control their rate. Thus, the aggregate rate of these \( N \) connections, \( x_r \), is the sum of these \( N \) users’ rates, and is adjusted in a way shown in (4) but with \( w^o_r = N \cdot w^o_r \). Hence the source parameter \( w^o_r \) is proportional to the number of connections opened by user \( r \), and changing number of connections is equivalent to adjusting \( w_r \) proportionally.

Kelly has also shown the entire system to be globally asymptotically stable using a Lyapunov function, and locally robust to source rate and price disturbances. Kelly et. al. [26], Johari and Tan [32], Vinnicombe [33] study delay sensitivity in order to derive conditions under which the entire system is robust to delay. For a network, global asymptotical stability assures that given any starting rate with associated network congestion situation, the rates will eventually converge to unique finite values, avoiding congestion collapse. The robustness to delay and disturbance implies that delays and disturbances do not affect the stability of the system, i.e. the rates still converge regardless of end users receiving feedbacks from network with heterogeneous delays.

If the end users deploy the algorithm in (4) and the links in networks deploy the algorithm in (5), the unique, globally asymptotically stable rates of the entire network, denoted by \( x^o = (x^o_r, r \in R) \), is given by

\[
x^o_r = \frac{w^o_r}{\sum_{j \in R} p_j \left( \sum_{s:j \in s} x^o_s \right)}, \quad r \in R; \tag{6}
\]

This unique solution is also optimal in the sense that the network bottlenecks are fully utilized, the total net utility is maximized, and the users are proportionally fair to each other [26].

B. Flow control over wireless

For the wireless network, we assume some of the links are associated with not only a fixed capacity but also a packet loss rate caused by the physical channel errors. Thus the end-to-end packet loss rate, i.e. the price sensing by end-hosts via end-to-end measurement of the packet loss, now becomes noisy. In the presence of noise, flow control algorithms still aim to address the same optimization problem shown in (1), and the optimal solution is still \( x^o \).

Assuming each link has a packet loss rate due to physical channel errors, denoted by \( \epsilon_j \geq 0 \), the noisy price function, denoted by \( q_j(\cdot) \), is the total packet loss rate associate with link \( j \) as a combination of \( \epsilon_j \) and \( p_j(\cdot) \):

\[
q_j(t) = q_j \left( \sum_{s:j \in s} x_s(t) \right)
\]

\[
= p_j \left( \sum_{s:j \in s} x_s(t) \right) + \left( 1 - p_j \left( \sum_{s:j \in s} x_s(t) \right) \right) \epsilon_j
\]

\[
\geq p_j \left( \sum_{s:j \in s} x_s(t) \right), \quad \tag{7}
\]

Fig. 1(b) shows an example of \( q_j(\cdot) \) as packet loss rate on a link with capacity of 1000 bps, \( \epsilon = 0.05 \) and \( p_j(\cdot) \) shown in Fig. 1(a). When the wireless link is not congested, \( q(\cdot) \) is \( \epsilon \) since all the packet loss is caused by channel error; when the link is congested and packets are dropped at the router, \( q(\cdot) \) gradually increases, similar to \( p(\cdot) \) in Fig. 1(a).

With this noisy price, user \( r \) adjusts its rate based on the noisy feedback from the network:

\[
\frac{d}{dt} x_r(t) = k_r \left( w^o_r - x_r(t) \sum_{j \in R} q_j \left( \sum_{s:j \in s} x_s \right) \right), \quad r \in R. \tag{8}
\]

Observe that \( q_j(t) \) is also a non-negative, continuous, increasing function, and not identically zero; hence following a similar analysis in [26], the system converges to a new stable point \( x^* = (x^*_r, r \in R) \):

\[
x^*_r = \frac{w^o_r}{\sum_{j \in R} q_j \left( \sum_{s:j \in s} x^*_s \right)}, \quad r \in R. \tag{9}
\]

Comparing the stable point \( x^* \) in (9) with \( x^o \) in (6), which is the optimal solution for the optimization problem shown in Equation (1), we have \( x^*_r < x^o_r \) if \( \sum_{j \in R} \epsilon_j > 0 \). Since the optimal solution for problem in (1) is unique, the equilibrium point \( x^* \) is then a suboptimal solution. The analysis shows that if the packet loss rate caused by channel error is not zero, then the system (8)-(7) converges to a suboptimal equilibrium point, with non-maximal net utility, and hence the network bottleneck could be underutilized. This defines the flow control problem over wireless, which we try to address in this paper.
Although the primal algorithms (8) and (4) are not exactly the same as TCP in practice, their behaviors are similar and they face the same problem in wireless networks. Both of them treat the noise in the packet loss rate as the sign of congestion and reduce the rates unnecessarily. Hence, it is likely that the solution and analysis for the problem of primal algorithms over wireless network could give insights for designing solutions for the problem of TCP over wireless network. In fact, the approaches we propose in this paper have strong relation with MULT-FRC proposed in [25], both of which advocate the use of multiple connections for flow control over wireless.

C. Existing approaches

Existing approaches [8–24] employ a number of practical schemes to provide user $r$ with the correct price $\sum_{j \in r} \mu_j(t)$, or its estimated value. End users can then modify the source rate control law to react to $\sum_{j \in r} \nu_j(t)$ rather than to the noisy one $\sum_{j \in r} \nu_j(t)$. Hence in most existing approaches the problem of flow control over wireless is reduced to the problem of flow control over wired networks.

Our previous approach [25], on the other hand, adjusts $w_r$ to solve the problem. The intuition is clearly seen from (9), in that if the numerator $w^o_r$ is changed to a larger value then it is possible to preserve $x^o_r = x^o_r$. This is a new approach and can be widely deployed in practice, since changing $w_r$ is proportional to the number of connections in practice, adjusting $w_r$ can be implemented by adjusting number of connections correspondingly, requiring only modifications to the application layer.

Motivated by our previous approach [25], we propose two new approaches to wireless flow control based on adjusting $w_j$; and hence both of them are end-to-end application layer based schemes and require no modification to either the network infrastructure or to the network protocols. In the first approach, $w_r$ is instantaneously adjusted using a static function with respect to $\nu_j(t)$ and $\mu_j(t)$; in the second approach, $w_r$ is gradually adjusted by a dynamic update law.

In both approaches, we assume the end user to have access to both the correct price function $\sum_{j \in r} \mu_j(t)$ and the noisy one $\sum_{j \in r} \nu_j(t)$. In practice, users can get an estimate of the end-to-end packet loss rate $\sum_{j \in r} \nu_j(t)$ by carrying out end-to-end measurement; it is also possible to apply schemes from [17–24] to obtain an estimate of the packet loss rate caused by congestion only, i.e. $\sum_{j \in r} \mu_j(t)$. We will revisit this assumption in the discussion in Section V. Our goal is to achieve the optimal total net utility with no modification to network infrastructure, requiring control law for source rate of user $r$ to be (8).

III. Static Update System

Let the source parameter for user $r$ be a function of time, denoted by $w_r(t)$. In this system $w_r(t)$ is adjusted using a static law with respect to $\nu_j(t)$ and $\mu_j(t)$ as follows:

$$w_r(t) = w^o_r \sum_{j \in r} \nu_j(t) / \sum_{j \in r} \mu_j(t)$$  \hspace{1cm} (10)

and source rate for user $r$ then is given by:

$$\frac{d}{dt} x_r(t) = k_r \left( w_r(t) - x_r(t) \sum_{j \in r} \nu_j(t) \right)$$  \hspace{1cm} (11)

The intuition behind this approach is that when noise is significant and $\nu_j(t)$ is large, we increase $w_r(t)$ in (10), so as to compensate for $x_r(t) \sum_{j \in r} \nu_j(t)$ term in (11), and hence to properly control $x_r(t)$. It is easy to see the equilibrium point for the system (11)-(10) is $x^o_r$, by setting all the derivatives of $x_r(t)$ to be zero; hence the optimal solution is the equilibrium point. From both a control and a practical point of view, it is of interest to investigate the global stability and delay stability of the system, as we will do in the later subsections.

A. Global stability

Put simply, a globally, asymptotically stable system converges to its equilibrium point regardless of its initial starting point and the size of the system; for our problem, global stability ensures that in an arbitrarily large network with arbitrary number of users, any user rate $x_r$, $r \in R$ converges to the optimal $x^o_r$, $r \in R$, and the network is not overwhelmed; this means the rates are appropriately controlled according to the network congestion conditions such that bottlenecks are fully utilized, at the same time as avoiding congestion collapse (Section I in [1]). Motivated by the work in [26], we show here the global stability of system (11)-(10)-(7) through Lyapunov arguments.

**Theorem 1:** System (11)-(10)-(7) is globally asymptotically stable with the following Lyapunov function:

$$V(x) = \sum_{r \in R} w^o_r \log x_r - \sum_{j \in J} \int_0^{x_j} p_j(y)dy$$  \hspace{1cm} (12)

All trajectories converge to the equilibrium point $x^o_r$ in (6) that maximizes $V(x)$.

**Proof:** Refer to Appendix A.

B. Delay stability

It is also important to investigate whether our proposed control system is stable, i.e. the rate converge to $x^o_r$, when
there is delay between the entities that generate the feedback signals, e.g. \( \nu_j(t) \) and \( \mu_j(t) \), and the controllers, e.g. the senders, that receive the feedback signals. It is difficult to prove global stability in the presence of delay. Instead, we investigate the delay stability locally, i.e. in the region around equilibrium point \( x^o \), enabling us to make use of arguments in the frequency domain. In the presence of delay, the system (11)-(10)-(7) can be re-written as

\[
\frac{d}{dt} x_r(t) = k_r \sum_{j \in r} \nu_j(t - d_2(j, r)) - k_r x_r(t - T_r) \sum_{j \in r} \nu_j(t - d_2(j, r))
\]

(13)

and

\[
\mu_j(t) = p_j \left( \sum_{s \in j} x_s(t - d_1(j, s)) \right),
\]

(14)

\[
\nu_j(t) = q_j \left( \sum_{s \in j} x_s(t - d_1(j, s)) \right),
\]

(15)

where \( d_1(j, r) \) is the forward delay from sender of route \( r \) to link \( j \), and \( d_2(j, r) \) is the return delay from the link \( j \) to the sender of route \( r \). \( T_r \) hence is the round trip time on route \( r \). Here we assume \( T_r \) is fixed, as argued in [26] and [32], at least for the time scales we are interested in. The following theorem provides a sufficient condition upon each end user for the entire network to be robust to heterogeneous delay, i.e. different \( T_r \) values for different users \( r \).

**Theorem 2:** The system (13)-(14) is locally stable if

\[
k_r \left( \sum_{j \in r} p_j + \sum_{j \in r} p'_j \sum_{s \in j} x_s^o \right) < \frac{\pi}{2T_r} \forall r \in R,
\]

(17)

where \( p_j, q_j \) is the value of \( p_j(\cdot) \) and \( q_j(\cdot) \) evaluated at the equilibrium point respectively; \( p'_j \) is the derivative of \( p_j(\cdot) \) evaluated at the equilibrium point.

**Proof:** Refer to Appendix B.

Interpreting \( k_r \) as the speed user \( r \) adapt its rate \( x_r \), similar to the results in [32] and [33], Theorem 2 implies that user \( r \) should adapt its rate in the time interval determined by round trip time \( T_r \). This is because \( k_r \) is bounded by a number inversely proportional to \( T_r \). This confirms the general intuition pointed out in [1], [32] and [33] that end users in a network should change their rate at the timescale at least on the order of its round trip time.

It is interesting to compare the delay stability condition for wireless scenario, i.e. Theorem 2 in Equation (17), to the one for wired case where \( p_j(\cdot) = q_j(\cdot) \), also shown in [33], namely:

\[
k_r \left( \sum_{j \in r} p_j + \sum_{j \in r} p'_j \sum_{s \in j} x_s^o \right) < \frac{\pi}{2T_r} \forall r \in R.
\]

(18)

As seen, the conditions for user \( r \) in wired and wireless case only differ by a route-dependent constant \( \frac{\sum_{j \in r} q_j}{\sum_{j \in r} p_j} \), which is larger than one when \( p_j(\cdot) \) and \( q_j(\cdot) \) take the forms in (3) and (5) respectively. Hence upper bound on \( k_r \) in wireless case, given by (17), is smaller than that in wired case. Intuitively this can be explained as follows: since in wireless case both \( w_r(t) \) and \( x(t) \) are adjusted based on the feedback prices, the system is more sensitive to obsolete prices caused by delays in the system; hence the system should adjust in a more cautious way, resulting in smaller upper bound on step size \( k_r \).

**C. Numerical results**

In this subsection, we perform simulations using MATLAB to verify the results of our analysis on the static update system.

1) Simulations for Global Stability: The topology is shown in Fig. 2; there are three users in the nine node network with two wireless links in it. The wireless link is represented by dashed line and is associated with a pair of parameters: capacity \( C \) and the packet loss rate caused by channel error \( p_w \). The setting for two wireless links are \( C_1 = 6000 \text{ bps}, p_w^1 = 0.01 \), and \( C_2 = 10000 \text{ bps}, p_w^2 = 0.02 \). End users apply (11) to control their source rate \( x_r \), and (10) to control the source parameter \( w_r \); each link measures the aggregate incoming rate as the sum of the user rates, and computes the prices \( p(\cdot) \) and \( q(\cdot) \) using (3) and (7) respectively; in practice this corresponds to packet dropping at the bottleneck router and on the wireless links. In our simulations, the sum of the prices, i.e. \( \sum_{j \in r} p_j(\cdot) \) and \( \sum_{j \in r} q_j(\cdot) \), are assumed to be known to user; in practice this corresponds to users carrying out end-to-end measurements to estimate \( \sum_{j \in r} q_j(\cdot) \), i.e. the end-to-end packet loss rate, and \( \sum_{j \in r} p_j(\cdot) \), i.e. packet loss rate caused only by congestion.

We set \( w_r \) to be 500 when the price \( \sum_{j \in r} p_j(t) \) is zero, in order to prevent \( w_r(t) \) computed by (10) from becoming unbounded. In the context of the approach in [25], this can be understood as setting an upper limit on the number of connections one application can open. The parameters \( k_r, r = 1, 2, 3 \) is set to 1; \( w'^o_r, w'^w_r \) and \( w^w_r \) are set to be 50, 40, 30 respectively, facilitating differentiating the convergence processes of users.
The convergence of $x_r$, $w_r$, packet loss rates caused by both channel error and congestion i.e. $q_1$ and $q_2$, packet loss rates caused by congestion only i.e. $p_1$ and $p_2$, and the total net utility are shown in Fig. 3. As seen, the rates and the net utility converge nicely, and the wireless links get fully utilized. As expected, $w_r(t)$ changes instantly as soon as the wireless links becomes fully utilized. This behavior is not necessarily desirable in practice. Since $w_r(t)$ is proportional to the number of connections in practice, it might cause the number of connections to change dramatically, resulting in a great deal of control overhead between end users; moreover, small stochastic disturbance on the source rate or the feedback prices might result in unnecessary fluctuation on the number of connections.

IV. Dynamic update system

The approach in Section III requires $w_r(t)$ to change instantaneously, resulting in rapid changes in $w_r(t)$ as seen in Fig. 3(b); in practice it is desirable to adjust $w_r(t)$ gradually so that (a) the number of connections is also adjusted slowly, and (b) decrease sensitivity to measurement error in packet loss rate. In this section, we consider the more complex case where $w_r(t)$ is dynamically updated, as follows: $\forall r = 1, 2, \ldots, R$,

$$
\frac{d}{dt} w_r(t) = c_r \left( w_r^o - w_r(t) \sum_{j \in R} p_j \left( \sum_{s \in S} x_s(t) \right) \right),
$$

(19)

where $p_j(\cdot)$ and $q_j(\cdot)$ are defined in (3) and (7) respectively with source rate for user $r$ changing as (11). It is easy to see that the equilibrium point for the system (11)-(19) is $x^o$.

The composite system built upon the equation for the rates $x_r$ in (11) and for $w_r$ in (19), similar to the static update system in Section III, is a nonlinear, coupled, and multivariable. Also, note that two equations are not exactly symmetrical even though they might appear to be so.

TABLE I

<table>
<thead>
<tr>
<th>para.</th>
<th>value</th>
<th>req. bound on $k_r$</th>
<th>para.</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0.35</td>
<td>0.367</td>
<td>$w_1^o$</td>
<td>30</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.20</td>
<td>0.229</td>
<td>$w_2^o$</td>
<td>60</td>
</tr>
</tbody>
</table>

slightly smaller than the required upper bounds from Theorem 2; the quantities such as $p_1$ and $p_1'$ are obtained by first solving the optimization problem in Equation (1) numerically in order to compute the equilibrium point, and then evaluating the functions $p_1(\cdot)$ and $p_1'(\cdot)$ at the equilibrium point. We choose different $w_r^o$, $r = 1, 2$ to facilitate differentiating between the convergence processes of two users.

Convergence of $x_r$, $w_r$, packet loss rate caused by both channel error and congestion i.e. $q_1$, packet loss rate

\(^2\)Here we start with initial condition $x_1 = x_2 = x_3 = 0$; similar convergence observations hold for other random initial conditions.
rewrite the coupled equations, as the following pair:\(^4\):
\[
\begin{align*}
\varepsilon \dot{x}(t) &= k w(t) - \text{diag}(k x(t)) A^T(p \circ A x(t)) = F(x); \\
\dot{w}(t) &= G(w, x).
\end{align*}
\]
(20)\\
Here \( \varepsilon \) is a very small number which we introduce to reframe our current setting with the classical small-perturbation framework, for instance, [26] and [40]; this change can be trivially obtained through rescaling of the constant vectorial parameter \( k \). Since \( w \) changes much slower than \( x \), we can think of \( k w \) to be a fixed parameter within Equation (20). In this case\(^5\), the following holds:

**Theorem 3:** For the overall system (20)-(21), featuring price functions that are functions of only the aggregate rates, e.g. (3) and (7), the following is true:

- Equation (20) has a region of equilibrium points \( F(x) = 0 \) that identifies a manifold \( w = h(x) \);
- Within this manifold, Equation (21), also known as the reduced system, has a unique global equilibrium which is the solution of \( G(h(x), x) = 0 \);
- The functions \( F, G, h \) and their partial derivatives are bounded near the global equilibrium;
- The equilibrium manifold for the boundary-layer system\(^6\) is exponentially stable;
- The global equilibrium of the reduced system \( \dot{w} = \frac{\partial h}{\partial w} \dot{x} = G(x, h(x)) \) is asymptotically stable.

Hence, by the stability of singular disturbance non-linear system in [47] and [48], there exists an \( \varepsilon^* \) such that, \( \forall \varepsilon \leq \varepsilon^* \), the global equilibrium point of the composite system is asymptotically stable.

**Proof:** Refer to Appendix C.

In this subsection, we perform simulations using MATLAB to verify the results of our analysis on the dynamic update system.

1) **Simulations for Global stability:** The topology, network settings and parameter are exactly the same as those in the simulations for global stability of static update system in Section III-C.1. The only difference is that in this simulation end users apply (19), rather than (10) in Section III-C.1, to control the source parameter \( w_r \). To meet the two timescale assumption made in Theorem 3, we make the update frequency of \( w_r \) to be 50 times slower than the one of \( x_r \); this has the similar effect as making \( c_r \) 50 times smaller than \( k_r \). In practice, this is reflected by the requirement that the number of connections needs to change much slower than the source rates.

Convergence of \( x_r, w_r \), packet loss rate caused by both channel error and congestion i.e. \( q_1 \) and \( q_2 \), packet loss rate caused by congestion only i.e. \( p_1 \) and \( p_2 \), and the total net utility are shown in Fig. 5. As seen, the rates and the net utility converge nicely\(^7\), and the wireless link get fully utilized; we also notice that the converged rates are exactly the same as the ones in Section III-C.1. We observe that \( w_r \) changes slowly, as compared to the simulation results in Section III-C.1 for the static update system. This behavior is desirable in practice, as it implies the number of connections, which is proportional to \( w_r \), varies slowly, and is not sensitive to stochastic disturbances in the network.

V. DISCUSSION AND CONCLUSION

In this paper we have defined the problem of flow control over wireless to correspond to net utility maximization under noisy feedback. We have proposed two schemes to solve the problem. Both of them change the source parameter \( w_r \) only, which corresponds to changing the number of connections in practice. The first approach applies a static update law to change \( w_r \), while the second approach applies a dynamic update law. Both systems are shown to be globally stable. The condition for delay stability on the static update system is also provided. Numerical results are provided to verify the analysis. In practice, the evolution of \( w_r \) as a function of time can be interpreted as the evolution of the number of connections as a function of time. This is because \( w_r \) can be thought of as being proportional to the number of connections. As such, a sender opens a number of connections, whereby the rate changes much faster than the source parameter \( w \).
as a constant corresponding to one connection only, and the aggregate rate of all connections obeys Equation (11) with aggregate \( w_p(t) \) evolving as in Equation (10) or (19).

This work provides insight on how to improve the performance of TCP or TCP-friendly schemes over wireless, by only modifying the application layer to open multiple connections. Although we adopt a particular form of price function in the paper, the stability results actually hold more generally, with only the assumption that the price function is non-negative, continuous, increasing function and not identically zero.

One observation to make is that although the two proposed schemes are designed to address the flow control over wireless problem, they can also address the wired one. To see that, note that in wired network we have \( \epsilon_j = 0, j \in J \), i.e no noise in the price function. Hence we can interpret it as a special case for both static and dynamic systems with \( q_j(\cdot) = p_j(\cdot) \), as implied from (7). Then all the analysis and conclusions follow, i.e. both the static update and the dynamic update system converge to the equilibrium point \( x^e \) globally, and the static update system is locally robust to delay under certain conditions. This implies one can have the same solution for flow control over both wired and wireless networks.

Even though in this paper we assume user \( r \) to have access to both \( \sum_{j \in C} p_j(\cdot) \) and \( \sum_{j \in C} q_j(\cdot) \), only the ratio between them is needed to control \( w_p(t) \) in both the static update system in Section III and the dynamic update system in Section IV. The ratio \( \frac{\sum_{j \in C} p_j(\cdot)}{\sum_{j \in C} q_j(\cdot)} \) is a kind of nondecreasing route-congestion indicator function in the sense that it is zero when there is no congestion along route \( r \), and takes non-zero value when there is congestion along route \( r \). Hence, in practice it is possible to estimate this ratio by measuring the congestion status of the route, or using any non-decreasing congestion indication function that is zero when there is no congestion and is less than or equal to one when there is congestion. In some sense, this is what MULTFRC does in [25] in order to control the number of connections. Specifically, MULTFRC estimates the queuing delay along the route and infers congestion based on whether the queueing delay is larger than a dynamic threshold, and controls the number of connections based on this inferred congestion status. It is of great interest to investigate how to estimate the ratio, how robust the proposed schemes are to the estimation error, and what performance of a congestion indicator function is as compared to the ratio. This is part of our future work.

Future work also includes the condition for the dynamic update system to be delay stable, and a closer investigation of today’s TCP, to provide more precise guidance on how to design a practical scheme; for example apply our analysis to the TCP model in [40]. It is also interesting to put the practical MULTFRC scheme, as proposed in [25], into the theoretical framework, and to arrive at guidelines for improvements.
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with respect to $Hence$ $x \in \mathcal{V}$, we have

\[ \frac{d}{dt} V(x(t)) = \sum_{r \in R} \frac{d}{dt} \mathcal{V}(x) \cdot \frac{d}{dt} \mathcal{V}(t) \]

\[ = \sum_{r \in R} \left( \frac{\partial \mathcal{V}}{\partial x} \sum_{j \in e} p_j \sum_{x \in x^o} x_t \right) \cdot \left( \sum_{j \in e \cap s} q_j \cdot \sum_{j \in e \cap s} x_t \right) \cdot \left( u^o - x_t \right) \left( \sum_{j \in e \cap s} x_t \right) \]

\[ \geq 0. \]

Hence $V(x)$ is strictly increasing with $t$, unless $x(t) = x^o$. The function $V(x)$ is thus a Lyapunov function of the system. The unique value $x^o$ maximizing $V(x)$ is a stable point of the system, to which all trajectories converge.

**B. Proof for Theorem 2**

**Proof:** To analyze the delay stability locally, let $x_r(t) = x^o_r + y_r(t)$, and linearize the system equations around the equilibrium $x^o_r = u^o_r / \sum_{j \in e} p_j$, we have:

\[ \frac{d}{dt} y_r(t) = -k_r y_r(t - T_r) \sum_{j \in e} q_j - k_r x^o_r \sum_{j \in e} q_j \sum_{j \in e} p_j \sum_{j \in e} y_s(t - d_t(j, s) - d_s(j, r)) p_j. \]

Take the Laplacian transform and carry out the simplification using matrix form, we have:

\[ sY(s) = -\text{diag}\{k_r \sum_{j \in e} q_j \} \cdot \text{diag}\{e^{-sT_r} \} \cdot \text{diag}\{x^o_r \} \cdot \text{diag}\{(x^o_r)^{-1} \} \cdot \text{diag}\{ \sum_{j \in e} p_j \} + M(s) \]

where $Y(s) = (y_1(s), y_2(s), \ldots, y_n(s))^T$ is a $n \times 1$ vector with $n$ being the number of users, and $M(s) = (m_{rq}(s))_{n \times n}$ is a $n \times n$ matrix with:

\[ m_{rq} = \sum_{j \in e \cap r} p_j^T \cdot e^{-s(d_t(j, q) + d_s(j, r))}. \]

Comparing above (22) to (6) in [33], we can see they only differ with a diagonal matrix $\text{diag}\{ \sum_{j \in e \cap r} q_j \}$; Thus the local stability investigated here is exactly the same as the one in [33], different by only a constant diagonal matrix. Hence the rest of the proof follows the idea and logic flow in [33], and the results follow.

**C. Proof for Theorem 3**

**Proof:** First, it is key to realize that a system of the form (11) has a unique equilibrium point, due to the structural assumptions on the functions $q_i$ and because of the positivity of the $x_i$’s. Kunniyur and Srikant, [31], have shown that a system of this form, and with the same assumption on the structure of its components, is exponentially stable.

Now, given the equilibrium manifold $w = h(x)$, or more explicitly $w = \text{diag}(x)A^Tq$, we focus on the stability properties of the reduced order system $w = \frac{\partial h}{\partial x}x = G(x, h(x))$. In the passing, it is again important to underline that the reduced system, similar to the boundary layer one, in either of its expressions will accept a unique equilibrium.

One observation to make here about the manifold before we go on is that for any $x$ on the manifold, none of its elements is zero, resulting in $\text{diag}(x)$ to be full rank. This is because any $x$ on the manifold is nothing but the unique optimal solution for the concave optimization problem in (11) with corresponding $w = h(x)$; hence none of their element should be zero by the concavity of the utilities function it maximizes.

First let us calculate the Jacobian of $h$. Let us distinguish among two cases:

- $\frac{\partial h}{\partial x} = x \sum_{j \in e \cap r} q_j \frac{\partial x}{\partial x} = x_k A^T_{1, (1)} \frac{\partial x}{\partial A_{k, (1)}},$ if $i \neq k$;
- $\frac{\partial h}{\partial x} = x_k q_i(\cdot) + x_k \sum_{j \in e \cap r} q_j \frac{\partial x}{\partial x} = A^T_{k, (1)} q_i(\cdot) + x_k A^T_{k, (1)} \frac{\partial x}{\partial A_{k, (1)}},$ if $i = k$.

Writing down the Jacobian, we obtain:

\[ \frac{\partial h}{\partial x} = \begin{bmatrix} \frac{\partial h_1}{\partial x_1} & \frac{\partial h_1}{\partial x_2} & \cdots & \frac{\partial h_1}{\partial x_n} \\ \frac{\partial h_2}{\partial x_1} & \frac{\partial h_2}{\partial x_2} & \cdots & \frac{\partial h_2}{\partial x_n} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial h_n}{\partial x_1} & \frac{\partial h_n}{\partial x_2} & \cdots & \frac{\partial h_n}{\partial x_n} \end{bmatrix} = \text{diag}(A^T_{1, (1)}q_i(\cdot)) + \\

x_1 A^T_{1, (1)} \left( \frac{\partial A_{1, (1)}}{\partial A_{1, (1)}} \right) \cdots x_1 A^T_{1, (1)} \left( \frac{\partial A_{1, (1)}}{\partial A_{1, (1)}} \right) \\
x_2 A^T_{2, (1)} \left( \frac{\partial A_{1, (1)}}{\partial A_{1, (1)}} \right) \cdots \cdots \\
\vdots \cdots \cdots \\
x_{R} A^T_{R, (1)} \left( \frac{\partial A_{1, (1)}}{\partial A_{1, (1)}} \right) \cdots x_{R} A^T_{R, (1)} \left( \frac{\partial A_{1, (1)}}{\partial A_{1, (1)}} \right). \]

At this point, let us make an observation on the properties of the functions $q$; the scalability requirement for the network requests the

---

8 Actually, what the referred paper shows is "semi-global exponential stability", which in our case reduces to exponential stability, due to the constant feature of a parameter which is instead varying in the quoted case.

9 In the following within this proof, for the sake of clarity, we shall omit the composition operator within the functions $p$ and $q$. 

---
price functions of each resource to be dependent on the “aggregate rates” along that link\textsuperscript{10}. Therefore, the following always holds:

$$\forall k = 1, \ldots, J : \frac{\partial q_k}{\partial x_i} = \frac{\partial q_k(y_k)}{\partial y_k} \frac{\partial y_k}{\partial x_i}, \quad \forall i = 1, \ldots, R,$$

where $y_k = \sum_{k \in S^i} x_k$ is the aggregate rate passing through link $k$. Hence we can denote $n_k = \frac{\partial q_k}{\partial y_k}, \quad \forall k \in J$.

Now, observing in the passing how the rates are distributed along the rows of the second matrix, it is possible to express the Jacobian as:

$$\frac{\partial h}{\partial x} = diag(A^T_{i,:}) q(i) + diag(x) A^T diag(n) A$$

$$= diag(x) \left\{ diag(x^{-1} A^T_{i,:}) q(i) + A^T diag(n) A \right\}.$$

The expression inside the brackets, denoted by $D$ for later convenience, is the sum of a positive definite matrix, the first term, and a positive semi-definite one. Hence $D$ is a positive definite matrix, and has full rank. It is then multiplied by a diagonal term which is also full rank. This allows us to claim that the Jacobian of $h$ is always full rank.

After proper simplifications, the reduced system can then be expressed as the following:

$$\dot{x} = \left(\frac{\partial h}{\partial x}\right)^{-1} w = \left(\frac{\partial h}{\partial x}\right)^{-1} (w^o - diag(x) A^T p),$$

(23)

Drawing inspiration from Kelly, [40], a Lyapunov function for the system is:

$$V(x) = \sum_{r \in R} u^o_r \log x_r - \sum_{j \in J} \int_0^{\xi_j \in S x_j} p_j(y) dy.$$  

(24)

The vector of partial derivatives is:

$$\frac{\partial V}{\partial x} = \left[ \frac{w^o}{x_r} - \sum_{j \in J} p_j \left( \sum_{x_j \in S x_j} p_j \right) r = 1, \ldots, R \right]^T$$

$$= \left( w^o - diag(x) A^T p \right) \cdot diag(x^{-1});$$

its componentwise zeros correspond to the equilibria in every direction of the dynamical system. Furthermore,

$$\frac{d}{dt} V(x(t)) = \left[ \frac{\partial V}{\partial x} \right]^T \dot{x}$$

$$= \left( w^o - diag(x) A^T p \right) \cdot diag(x^{-1}) D^{-1} diag(x^{-1}) \cdot$$

$$\left( w^o - diag(x) A^T p \right).$$

From here, it should be clear that the derivative of the Lyapunov function along trajectories of the system is always a positive number unless $x_r = x^o_r = w^o_r / \sum_{j \in J} p_j$. This is because $diag(x^{-1}) D^{-1} diag(x^{-1})$ is nothing but a positive definite matrix. The bottom line is that the reduced order system is asymptotically stable. Therefore, following the arguments in [47] and [48] for the stability of singular disturbance non-linear system, the composite system shown in (11) and (19) is asymptotically stable.

\textsuperscript{10}This way, no need to compute the single rates at each link is required, but just to tally up the total “flow” through it. That way, we manage to have information over all the network with just knowledge of the links’ situation.
Fig. 4. Static update system with delay: convergence of (a) rates $x_r(t), r = 1, 2$, (b) $w_r(t), r = 1, 2$, (c) packet loss rate $p_1(\cdot)$ and $q_1(\cdot)$, and (d) net utility, with initial rate set to 0.

Fig. 5. Dynamic update system: convergence of (a) rates $x_r(t), r = 1, 2, 3$, (b) $w_r(t), r = 1, 2, 3$, (c) packet loss rate $p_j(\cdot)$ and $q_j(\cdot), j = 1, 2$, and (d) net utility, with initial rate set to 0.