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4.1 Introduction

Our society, economy, and critical infrastructures have become largely dependent on computer networks and other information technology solutions. As our dependence on information technology increases, cyber attacks become more attractive, and potentially more disastrous.

Cyber attacks are cheaper, more convenient, and less risky than physical attacks: they require few expenses beyond a computer and an Internet connection, they are unconstrained by geography and distance, they are not physically dangerous for the attacker, and it is more difficult to identify and prosecute the culprits of a cyber attack. Furthermore, cyber attacks are easy to replicate. Once a single attacker writes a malicious program, several other people in any part of the world can reuse this program to attack other systems.

Given that attacks against information technology systems are very attractive, and that their numbers and sophistication are expected to keep increasing, we need to have the knowledge and tools for a successful defense.

Cyber security is the branch of security dealing with digital or information technology.¹ This chapter presents a selected overview on topics in cyber security.

¹. Throughout the chapter, we use the terms security, information security, and computer security interchangeably.
Following the subject of this book, we also explore the role of cyber security as part of the strategies for homeland security. Cyber security is an essential component in the protection of any nation. For example, the Department of Homeland Security (DHS) in the United States has a National Cyber Security Division (NCSD) with the following two objectives: (1) to build and maintain a cyberspace response system, and (2) to implement a cyber-risk management program for the protection of critical infrastructure.

The cyberspace response system unit is in charge of determining the actions that need to be taken when a cyber incident arises. The cyber-risk management program is in charge of assessing risks, prioritizing resources, and building a national awareness program in an effort to build stronger defenses against cyber attacks.

As we explore in Section 4.6.3 (with the recent attacks in Greece and Estonia), similar cyber security response programs can greatly benefit other countries, providing assistance and guidance for responding and handling cyber security incidents.

This chapter is divided into five sections:

- In Section 4.2 we describe the basic goals and terminologies used in information security to provide the necessary background for the subsequent sections.
- In Section 4.3 we give a brief overview of cryptography. Cryptography is an essential tool for securing communication by providing integrity, authentication, and confidentiality.
- In Section 4.4 we turn to network security. We show examples of widely used cryptographic protocols in Internet communication, such as IPsec and SSL. Cryptographic protocols, however, are only one link for achieving Internet security: firewalls are a complementary means for preventing attacks; intrusion detection systems are useful for detecting attacks; and honeypots provide security researchers the ability to study and understand the attacks.
- In Section 4.5, we focus on software security. We first summarize some of the most common problems and then give an overview of the ways security researchers attempt to prevent and limit the problems arising from malicious codes.
- Finally, in Section 4.6, we discuss some of the trends and threats of cyber security, and their relation to homeland security. We first discuss the growing cyber crime and botnet problem. Then, we discuss some of the threats to the communication infrastructure, such as worms and distributed denial of service (DDoS) attacks. We then finalize by discussing
some of the threats that may have a wider impact for homeland security: cyber espionage and attacks to the computer systems supporting and controlling critical infrastructures, such as electric power distribution, or water supply systems.

Cyber security is a very large field, therefore there are several topics that we are not able to cover in this short survey. Some topics missing in our survey include access control, usability, information flow control, security policies, secure operating systems, trusted computing, and advanced topics in cryptography, network security, and software security. We refer the reader interested in details on these topics to one of several computer security books [1–6].

4.2 Basic Concepts

A systematic study of the security of any system requires the description of three concepts: the security goals we want to achieve, the threats we expect to face, and the mechanisms and tools we can use to protect the system.

4.2.1 Common Security Goals

When a system is said to be “secure” it usually means that it has one or more of the following properties [7]:

- **Confidentiality** (or secrecy) refers to the concealment of information or resources from all but those who are authorized. A violation of confidentiality results in disclosure: a situation where an unauthorized party gets access to secret information.

- **Integrity** refers to the trustworthiness of data or resources. The goal of integrity is to prevent an attacker from tampering or corrupting the system’s data or resources. A violation of integrity results in deception: a situation where a legitimate party receives false information and believes it to be true.

- **Availability** refers to the ability to use the information or resource desired. A violation of availability results in denial of service (DoS): the prevention (or “noticeable” delay) of authorized access to the information or resource.

Some security policies, such as preventing unauthorized users from using a resource (free-riding), are not directly covered by these three goals. However,
most other security properties, such as privacy—the ability of a person to choose which personal details are to be kept confidential—or authentication—the verification of an identity (a subset of integrity)—rely on these three goals.

Integrity and availability are properties that we would like to have in almost every system. Even if we are not faced with a malicious entity, there are systems that can fail, corrupt data, and become unavailable because of design failures or accidents. Under these types of failures, integrity and availability become part of reliability.

What differentiates the fields of security and reliability is that in security we need to provide these goals under the presence of a malicious entity attacking the system of interest.

### 4.2.2 Threat Modeling

When people say “my system is secure” they usually mean “my system is secure as long as my threat model is satisfied in practice.” Incorrect threat models (such as focusing on security against outsiders and doing little to prevent attacks by insiders) are common causes for breaches of security.

An essential part of threat modeling is identifying the entities or systems that we trust. Trusted systems are systems we rely on (i.e., trust is accepted dependence).

System designers should try to minimize the number of entities they trust; however, trust is essential for the security of any system. There is little chance of building a secure system if everyone is an enemy. A system, computer program, or security protocol is trustworthy if we have evidence to believe it can be trusted.

### 4.2.3 Security Analysis

Once the security goals and policies are defined, and the threat to the system has been assessed, we begin an iterative process of designing secure mechanisms and assessing new attack vectors against our mechanisms. Secure mechanisms in this context refer to the technology employed to enforce the intended security policy.

There are several ways to analyze the security of computer systems, some of which are software testing, red teams, certifications, and formal analysis.

In this chapter we focus on describing some traditional security mechanisms. We do not describe the different approaches for analyzing the security of a system. Instead, we intend to give a high-level view of security and the most common mechanisms used to enforce it.
Cryptography

Cryptographic protocols are a fundamental building block for securing computer systems. While cryptography is not a panacea—in practice, most security problems occur because of software or design bugs, human errors, or a bad security policy—it can be argued that without cryptographic algorithms, such as hash functions, digital signatures, key distribution, and encryption schemes, we would have very little chance of securing any distributed system.

Cryptography attempts to achieve confidentiality, message integrity, and authentication in an insecure network of computers, devices, and resources. A standard means to model the vulnerabilities associated with such a large network is the threat model proposed by Dolev and Yao [8]. In this threat model, all communications go through an attacker who can eavesdrop, intercept, relay, modify, forge, or inject any message. The attacker can also try to impersonate other parties in the system and send messages on their behalf.

Modern cryptography gives us the basic tools to achieve confidentiality with encryption algorithms, message integrity with digital signatures and message authentication codes, and authentication with protocols for authentication and key establishment.

In this section, we start by describing two fundamental concepts: hash functions and the differences between secret-key and public-key cryptography. Then, we give an overview of the techniques used to provide confidentiality, integrity, and authentication.

4.3.1 Hash Functions

An important primitive in cryptography is a hash function. The basic goal of a cryptographic hash function is to provide a seemingly random and compact representation (the hash value) of an arbitrary-length input string (which can be a document or a message). A hash function has two properties: (1) it is one way (it is hard to invert, where hard means it is computationally infeasible), and (2) it is collision resistant (it is hard to find two inputs that map to the same output).

Because the input to a hash function is any arbitrary-length string, and its output is a 160-bit binary string, there must be several collisions; however, in practice we should not be able to find any collisions of a well-designed hash function.

Hash functions have a variety of applications from integrity verification to randomization functions. Network administrators can store in a database the hash of the passwords instead of the raw passwords themselves. The one-wayness property of hash functions prevents an attacker from obtaining the passwords if the database is compromised [9]. Furthermore, hash functions are used in several...
cryptographic algorithms, such as message integrity codes, digital signatures, and encryption schemes (as we explain in the next sections).

Hash functions in practice are most susceptible to collision attacks. In this attack, the adversary tries to find two inputs to the hash function that map to the same output. If hash functions are used for signature schemes, a collision attack can allow an adversary to forge a signed message [10]. Most recently SHA-1, the most popular hash function at the moment, has been successfully attacked [11, 12]. Although these attacks have not yielded a practical use for the two inputs mapping to the same hash output, the potential for finding useful attacks is increasing. In order to avoid practical attacks on hash functions, in January 2007 NIST announced [13] a public competition for a new cryptographic hash function that would become the new federal information processing standard.

4.3.2 Secret-Key and Public-Key Cryptography

In an analogy to the way locks are opened with keys, cryptographers have used the idea of a key to refer to the information necessary to access cryptographically protected data. Modern cryptography follows Kerckhoffs’ principle, which states that “the security of a system should depend on its key, not on its design remaining obscure”[14]. In short, the common practice in cryptography is not to rely on the secrecy of the algorithms, only on the secrecy of the secret keys.

There are two types of encryption algorithms, one which uses a secret key shared between the two communicating parties, and another one in which only one party knows the secret key, and everyone else (even the adversary) knows the public key (known as public-key cryptography).

Secret-key cryptography, also known as symmetric cryptography, involves the use of a single key shared between a pair of users. The fact that you need to share a secret key with every other party that you wish to communicate with makes secret-key cryptography cumbersome for several applications.

There are two main problems with the key management in symmetric key systems. First, since secrets are shared between pairs of users, a large system will contain a large number of secrets, which is hard to manage. The second problem is related to the initial sharing of secrets between users. In particular, the difficulty of establishing an initial secret key between two communicating parties, when a secure channel does not already exist between them, presents a chicken-and-egg problem. This problem is most commonly solved using key distribution centers (KDC), which are trusted intermediaries between communicating parties. By having trusted intermediaries, a party only needs to share a secret key with the KDC. Whenever two new parties need to communicate, they establish a secret key with the help of the KDC. Figure 4.1 provides a simplified overview of Kerberos, one of the most common key distribution protocols.
Using a KDC has two important shortcomings: first, the KDC introduces a single point of failure and if it crashes the whole system fails. Second, the security of the entire system breaks if the KDC is compromised. These two problems are solved through the use of public-key cryptography.

In public-key cryptography, also known as asymmetric cryptography, parties do not share any secrets and different keys are used for encrypting and decrypting. This is a particularly powerful primitive as it enables two parties to communicate secretly without having agreed on any secret information in advance.

In this setting, one party (the receiver) generates a pair of keys, called the public key and the secret key. The public key can then be made openly available so anyone can (for example) encrypt a message for the receiver. The receiver then uses its secret key to recover the message.

Public-key algorithms are less efficient than their secret-key counterparts; therefore, in practice public-key cryptography is often used in combination with secret-key cryptography. For example, in the pretty good privacy (PGP) set of algorithms for encrypting emails, a public key is used to encrypt a symmetric key. The symmetric key, in turn, is used to encrypt the bulk of the message.

Although public-key cryptography is computationally more intensive than secret-key cryptography, it requires simpler key management. However, a central problem in public-key cryptography is ensuring that a public-key is authentic; that is, we need to make sure that the public key we have was created by the party with whom we wish to communicate, and that it has not been modified or fabricated by a malicious party.
A public key infrastructure (PKI) provides the necessary services to distribute and manage authentic public keys. A trusted server called a certification authority (CA) issues a public-key certificate to each user in its system, certifying the user’s public-key information. The main benefits of a CA are that it can operate offline and that its compromise does not lead to the compromise of the secrets of the existing users of the system. There are two main approaches to PKI: centralized (such as the X.509 model) and decentralized (such as the “web of trust” used in PGP) [15].

### 4.3.3 Confidentiality

Encryption schemes are used to protect messages against eavesdroppers, and therefore achieve message confidentiality. Specifically, the information we want to protect (commonly called the plaintext) is transformed with an encryption algorithm (also called a cipher) into mangled data (commonly called the ciphertext) such that it is unintelligible to anyone not possessing the secret key.

In general, the security of an encryption scheme depends on the difficulty of breaking the secrecy of the plaintext. The security level of an encryption scheme is defined with respect to the knowledge and the capability of the attacker. The weakest level of security is achieved against a ciphertext-only attacker who can only see the random ciphertexts. The strongest attacker has the capability to decrypt any ciphertext it wishes (except for the ciphertext the attacker is interested in breaking). For detailed definitions of these and other security notions refer to books on theoretical cryptography [5].

In practice, an encryption scheme needs to be only as secure as the system requires. In some cases, such as closed systems, a chosen ciphertext attacker cannot be realized and weaker notions of security are sufficient. Smart card systems, however, might require stronger notions of security as the attacker has more control over the input of the cryptosystem. We refer the interested reader to books on theoretical cryptography, such as [5], for detailed definitions of these and other security notions.

The most common examples of public-key encryption schemes are RSA [16, 17], and El-Gamal [18]. Both cryptosystems rely on exponentiation, which is a fairly expensive operation. More efficient schemes have been introduced that rely on elliptic curve cryptography.

Secret-key encryption algorithms can be divided into stream ciphers and block ciphers. Stream ciphers encrypt the bits of the message one at a time, and block ciphers take a number of bits and encrypt them as a single unit. The most common examples of secret-key algorithms include the data encryption standard (DES) and advanced encryption standard (AES) block ciphers, and the RC4 stream cipher.
4.3.4 Integrity

Data integrity techniques are used against unauthorized modification of messages. Specifically, the sender generates a code based on the message and transmits both the message and the code. The receiver then uses a verification algorithm that checks if the message has been altered in an unauthorized way during the transmission. The receiver can also verify that the message has indeed come from the claimed source.

4.3.4.1 Secret-key Cryptography

Data integrity in secret-key cryptography is achieved using message authentication codes (MACs). Given a key and a message, a MAC value is generated that protects the integrity of the message by allowing verifiers (who also possess the secret key) to detect any changes to the message content. MACs can also be used to provide authentication.

In general, there are two types of MAC schemes. An HMAC is based on keyed hash functions and is characterized by its efficiency. HMAC-SHA-1 and HMAC-MD5 are used within the IPsec and SSL protocols, respectively (see Section 4.4). Another type of MAC is generated based on block ciphers, such as CBC-MAC and OMAC [19].

4.3.4.2 Public-key Cryptography

Unlike secret-key cryptography, a ciphertext generated by a public-key encryption, accompanied by its associated plaintext, can provide data integrity for the plaintext and authentication of its origin. The integrity code of a message can only be generated by the owner, while the verification of the integrity check can be done by anybody (both properties of a signature). Therefore, the integrity check in public-key cryptography is called a digital signature. These characteristics allow for the provision of non-repudiation. Non-repudiation means that the owner cannot deny a connection with the message and is a necessary requirement for services such as electronic commerce. Examples of signature schemes include the digital signature standard (DSS) and RSA-PSS.

4.3.5 Authentication

There are two classes of authentication: data origin authentication and entity authentication.

Data origin authentication, also called message authentication, is the procedure whereby a message is transmitted from a purported transmitter (or origin) to a receiver who will validate the message upon reception. Specifically the receiver is concerned with establishing the identity of the message transmitter as well as the data integrity of the message subsequent to its transmission by the sender.
In entity authentication, which is concerned with validating a claimed identity of a transmitter, a “lively” correspondence is established between two parties, and a claimed identity of one of the parties is verified. Important properties of authentication include the establishment of message freshness: verifying whether data has been sent sufficiently recently, and user liveness: the lively correspondence of the communicating parties. The main techniques that handle user liveness include challenge–response mechanisms, time stamps, or freshness identifiers such as nonces.

User authentication can be divided into three categories [20]:

1. Knowledge-based authenticators (“what you know”)—characterized by secrecy or obscurity, e.g., passwords, security questions such as mother’s maiden name, and so forth.
2. Object-based authenticators (“what you have”)—characterized by physical possession, e.g., security tokens, smart cards, and so forth.
3. ID-based authenticators (“who you are”)—characterized by uniqueness to one person, e.g., a biometric such as a fingerprint or iris scan.

Different types of authenticators can be combined to enhance security. This is called multi-factor authentication. For example, the combination of a bank card plus a password (two-factor authentication) provides better security than either factors alone.

### 4.4 Network Security

In this section we give a brief overview of network security, focusing on cryptographic protocols used in the Internet for achieving secure services (such as online banking) and other security paradigms such as firewalls, intrusion detection systems, and honeypots.

The networking protocols used in the Internet can be viewed as a set of layers or protocol stack. Each layer is responsible for solving a different set of problems related to networking. The open systems interconnection (OSI) model describes a seven-layered network stack: physical layer, data link layer, network layer, transport layer, session layer, presentation layer, and application layer (shown in Figure 4.2).

In general, we are interested in providing end-to-end security, that is, ensuring that the communication between a client and a server in the Internet has been authenticated (both parties know who they are communicating with), is confidential, and has not been tampered with. In order to achieve these goals, protocols such as IPSec, SSL, and DNSSEC have been proposed.
IP Security (IPSec)  The Internet protocol (IP) is the main protocol of the network layer: it provides the information needed for routing packets among routers and computers of the network. One of the shortcomings of the original IP protocol was that it lacked any kind of general-purpose mechanism for ensuring the authenticity and privacy of IP data while in transmission. Since IP data packets are generally routed between two devices, over unknown networks, any information included in the packets is subject to being intercepted or possibly changed. With the increased use of the Internet for critical applications, security enhancements for IP were needed. To this end, IPSec was developed to provide transparent end-to-end encryption of IP traffic and user data. IPSec is predominantly used in the commercial sector.

IPSec consists of two parts: the Internet key exchange (IKE) protocol, which provides mutual entity authentication and establishes a shared symmetric key, and the encapsulating security payload and authentication header (ESP/AH), which provides end-to-end confidentiality and authentication.

One of the main uses of IPSec today is for the creation of a virtual private network (VPN). VPNs are generally used by enterprises to connect remote offices across the Internet. IPSec is used in VPNs for creating a secure channel across the Internet between a remote computer and a trusted network.

Secure Socket Layer (SSL)  SSL was originally developed to provide end-to-end confidentiality, integrity, and authentication between two computers over the transmission control protocol (TCP), a protocol running at the transport layer. SSL and its successor, transport layer security (TLS), have been very popular, receiving the endorsement of several credit card companies and other financial institutions for commerce over the Internet.

SSL/TLS is commonly used with http to form https, a protocol used to secure Web pages. (Https is the protocol used when your browser shows a closed lock in one corner of the browser window, to indicate a secure connection.)

SSL is composed of a set of protocols: the protocol to ensure data security and integrity, called the SSL record protocol, and the protocols that are used for...
establishing an SSL connection. The latter consists of three sub-protocols: the SSL handshake protocol, the SSL change cipher protocol, and the SSL alert protocol.

The main difference between IPsec and SSL is the layer where they are implemented. The main motivation for IPsec is to avoid the modification of any layer on top of the network layer. IPsec is implemented in the operating systems, so no modifications are required from applications. The main motivation for SSL is to create a secure channel by creating (or modifying) the applications (as long as the application runs over TCP) without changing the infrastructure of the Internet or the operating system of the user.

**Domain Name Service Security Extensions (DNSSEC)** The domain name server (DNS) is the protocol that translates the human-readable host names into 32-bit Internet protocol (IP) addresses: it is essentially a “yellow book” for the Internet, telling routers to which IP address to direct packets when the user gives a name such as http://www.google.com.

Because DNS replies are not authenticated, an attacker may be able to send malicious DNS messages to impersonate an Internet server [21]. Although SSL can try to prevent this impersonation (the attacker’s Web site should not have the secret key of the real Web site), there are many Web sites and other services that run without SSL, but that still need to be reached in a trustworthy manner.

In order to ensure the integrity of the DNS service, the IETF is currently working on DNSSEC.

Another major concern about DNS is its availability. Because a successful attack against the DNS service would create a significant communication disruption in the Internet, DNS has been the target of several DoS attacks. We explore these attacks in Section 4.6.3.

### 4.4.1 Firewalls, IDSs, and Honeypots

In this section we describe some very popular non-cryptographic tools in network security.

**Firewalls** A firewall is a software program or a hardware device sitting between the Internet and a private network that filters the incoming traffic to the private network [22]. If there are suspicious packets coming through the connection, the firewall prevents them from entering the private network. The concept of a firewall as an entity monitoring traffic between a local network and the Internet is shown in Figure 4.3.

A firewall can use three different approaches to filter traffic:

- **Packet filtering (inspection)**: in this method, packets are analyzed against a set of filters (rules). The packet filter is implemented at the network layer, and operates on the information available at this layer, such as
source address, destination address, and port information contained in each packet.

- **Application proxy**: the firewall is implemented at the application layer and processes the incoming packets all the way up to this layer. It acts as a proxy between the Internet and the private network, and verifies that the packets are clean in terms of both their origin and content. Application proxy firewall has a complete view of the network connections and application data, and as a result, it can filter bad data at different layers of the network.

- **Stateful packet filtering (inspection)**: this type of firewall adds states to the packet filter firewall. Instead of examining the contents of each packet on an individual basis, it compares certain key parts of the packet to a database of trusted information. A stateful packet filter is implemented at the transport layer. Therefore, it is not capable of monitoring the packets at the network or application layer. The advantage of this type of packet filtering is that it keeps a history of the transport layer connections, such as TCP or UDP connections. As a result, this type of firewall can help prevent attacks that exploit existing connections, or certain DoS attacks.

**Intrusion Detection System (IDSs)** Generally, an IDS consists of: sensors, analysis center, databases, and response center. IDSs tend to be classified in two types:

- **Signature-based detection**: here, the system looks for the known attack patterns and tries to match the so-called signature of the attack to identify these intrusions. For example, failed login attempts could indicate a password-cracking attack. Signatures are essentially a black-list of activities that are not allowed in the network.

2. This is also known as a misuse detection system.
Anomaly detection: in this type of intrusion detection, the normal user behavior is defined and the system looks for any significant deviation from these established normal uses. The goal of anomaly detection is to create a white-list of the only activities that are allowed in the network.

One of the main problems with IDSs is their relatively large false alarm rates [23]. It is for this reason that most of the practical systems, such as Snort, are signature-based detectors, since anomaly detectors tend to generate more false alarms. Anomaly detection schemes are, however, a popular tool for detecting credit card fraud and other very specific scenarios.

Honeypots A honeypot is a network decoy set as a trap to detect and deflect attempts at unauthorized use of information systems. A honeypot is composed of a network site that is isolated, protected, and monitored. The network site appears to contain information or a resource that would be of value to attackers. Honeypots are used to distract adversaries from more valuable devices on a network, to provide early warning regarding new attacks and exploitation trends, and to allow in-depth examination of attackers’ behavior. Most antivirus companies use honeypots to capture and study malware.

4.5 Software Security

Programming errors in computer programs can create software vulnerabilities. An attacker can compromise or obtain illegal access to databases, or cause a denial of service to computers running vulnerable software. To achieve these goals, attackers make use of an exploit, a computer code that takes advantage of the software vulnerability.

Software vulnerabilities are the most persistent problem in information security. It does not matter if the network security protocols or cryptographic algorithms are correct and theoretically secure if the software implementing them has errors. Ironically, even security software such as firewalls, IDSs, or implementations of security protocols (such as SSH) can open the door to attackers if they have software vulnerabilities. Therefore, preventing, detecting, and reacting to software vulnerabilities are the most active fields of information security.

In this section we give a small survey of software security: the study of the problems arising from programming errors and malicious software.

4.5.1 Software Vulnerabilities

In this section we briefly describe some of the main vulnerabilities in software. We start by describing early exploits, such as buffer overflows and race conditions. Then, we summarize two vulnerabilities that were discovered in the early parts of this decade and led to a wave of exploitable bugs being discovered in all kinds of
programs: format string vulnerabilities and integer overflows. Finally, the increased focus on the World Wide Web in the last couple of years has pushed vulnerabilities like SQL injection and cross site scripting to become the most common reported vulnerabilities to date.

- **Buffer overflows**: A buffer overflow occurs when a computer instruction tries to store data that needs a larger computer memory space than what the program had allocated. The data that does not fit into the pre-allocated buffer overwrites something else in the computer memory.

  Buffer overflows have consistently been among the top reported vulnerabilities in the last two decades, and are the cause of most of the widely spread worms in the Internet. The most common type of buffer overflow is “smashing the stack” [24]. Pincus and Baker [25] provide a recent summary of this vulnerability and its variations.

- **Race conditions**: Race conditions occur when two processes compete to access the same resource before the other. One of the most common examples are the time-of-check-to-time-of-use (TOCTTOU) flaws. A TOCTTOU flaw occurs when a program checks for a particular characteristic of an object and then takes some action that assumes the characteristic still holds when in fact it does not [26].

- **Format string vulnerabilities**: Format string vulnerabilities were discovered in 2000 and immediately led to a wave of exploitable bugs being discovered in all kinds of programs [27]. These vulnerabilities arise from errors in the use of format functions (such as printf() in C). When an attacker is able to specify the format string, it can force the function to output values from parts of the computer memory that should not be available to the attacker.

- **Integer overflows**: Integer overflows occur because most programming languages give integer types a fixed maximum upper bound. When an attempt is made to store a value greater than this maximum value, an integer overflow occurs. One of the first and most significant integer overflow vulnerabilities was discovered in 2001, and allowed remote attackers to obtain full administrative privileges on an affected computer without any credentials [28].

- **Command injection**: This vulnerability occurs when data is interpreted as control data by a program. Structured Query Language (SQL) injection attacks (a particular type of command injection) allow attackers to bypass access control mechanisms of databases that support many Web applications [29]. The increase of Web applications has made SQL injection attacks widespread in the last couple of years. They currently rank among the top three vulnerabilities reported, along with buffer
overflows and cross site scripting attacks [30] (another attack to Web
security).

- **Cross site scripting (XSS):** Because Web browsers usually download
and run (potentially untrusted) programs each time a user visits a Web
site, browsers have implemented a *same-origin policy*, where the code
downloaded from a Web site can only access the user’s credentials of
the Web site from where it was downloaded. In an XSS attack, an hon-
est user is fooled to click on a malicious link that downloads a malicious
program created by the attacker but that appears to have been generated
from the correct Web site [31].

### 4.5.2 Malicious Software

Malicious software, or *malware*, is a generic term to identify computer programs
with a harmful purpose. Malware usually exploits a program vulnerability to
achieve its harmful purpose. There are several types of malware [1, 7, 32]:

- **Trojan:** (or Trojan horse) a program that appears to have a useful func-
tion, but also has a hidden and potentially malicious effect.

- **Computer virus:** a program that inserts itself into another program or
file, and then performs a (generally) malicious action. A virus cannot run
by itself, and requires that someone runs its host program.

- **Worm:** a computer program that can run independently, and copies it-
self from one computer to another.

- **Spyware:** software that gathers information of the users of a system
without their knowledge.

- **Rootkit:** a set of tools that attempts to make malware invisible to the users of the system.

Although these definitions are generally accepted, sometimes there is no
clear distinction between these concepts. For example, computer programs, such
as email viruses, or email Trojans, depend on the user action to abet their propa-
gation and are commonly referred to as worms in the media.

### 4.5.3 Defenses

Attempts to mitigate and solve the effects of vulnerabilities and malware can be
classified as (1) detection of malicious code; (2) detection of software flaws; (3) re-
ducing programming errors, which requires support by programming languages;
(4) reducing the impact of programming errors by confining untrusted code; and
(5) correcting the software flaw by patches.
Patching is a relatively straightforward technical problem. The main problems for patching systems are usually legal or economic or due to human factors. For example, patching may void certification of certain software used in critical applications, which is a legal concern. Therefore, we focus on the first four approaches in our discussion.

4.5.3.1 Detecting Malicious Code

IDSs and antivirus scanners are the most common tools for detecting attacks. IDSs focus on the detection of an exploit, or an interactive attacker, while antivirus scanners focus on the detection of malware.

Antivirus scanners are currently the most popular defense for malware. These malware detectors often look for known sequences of code (signatures). In order to obstruct code analysis, malware writers sometimes use polymorphism, code obfuscation, and encryption [33].

One of the fundamental results in the theory of malware asserts that it is undecidable whether an arbitrary program contains malware [34, 35]. Therefore, it is impossible to create an algorithm that can recognize all malicious logic instructions from normal program instructions. Any defense will be imprecise, allowing false negatives, meaning not recognizing malware, and/or false positives that are labeling non-malicious code as malware.

4.5.3.2 Software Testing

Finding software errors is very difficult. In his Turing Award lecture, Edsger W. Dijkstra stated, “Program testing can be quite effective for showing the presence of bugs, but it is hopelessly inadequate for showing their absence” [36]. A practical example given more than 10 years later by Thompson [37] shows that no amount of source-level verification or scrutiny can stop using untrusted code.

Moreover, Rice’s theorem, a basic theoretical result, states that there is no general computer algorithm that can classify code as safe or malicious with perfect accuracy. Software testing tools, therefore, produce false negatives (the program contains bugs that the tool does not report) or false positives (the tool reports bugs that the program does not contain).

Despite these negative results, approximate software testing algorithms have been very successful in finding several software flaws.

Automatic software testing can be divided into static analysis, analysis of programs without their execution [26, 38, 39, 40], and dynamic analysis, analysis of programs by executing them [41–45].

4.5.3.3 Type-safe Languages

Many vulnerabilities are caused because programmers have to manage the memory used by their programs. Type-safe programming languages avoid these vul-
nerabilities. A data type, such as the data type int in C, assigns meaning to values and variables in a program. Type safety is the property of a programming language that does not allow the programmer to treat a value as a type it does not belong to. Since a data type defines specific memory requirements for values and variables, type safety implies memory safety. A type-safe language prevents several memory management errors, such as buffer overflows. Java is a type-safe language, whereas C and C++ are not type-safe languages.

4.5.3.4 Confining Code

Most users and operating systems allow any program to read, modify, or delete any file in the computer. This allows an attacker to get full control of the system using any vulnerabilities of a program. Of interest is finding ways to limit the privileges that a program uses when running.

The principle of least privilege, by Saltzer and Schroeder [46], is an old design principle. The idea is to give a program only the privileges it needs to accomplish its task. By limiting the privileges, the damage is limited when the program is compromised.

Sandboxing is a way to limit the ability of untrusted code for doing harmful things. A sandbox executes code in a heavily restricted environment, limiting access to the file system or the ability to open network connections. Janus [47] is a research example of sandboxing: it monitors untrusted applications and disallows system calls that the untrusted code is not permitted to execute. A practical example of sandboxing is Systrace [48], a utility available in BSD, Linux, and Mac OS X that can limit how a computer program accesses the operating system. Another popular example is the Java applet. Applets are typically executed in a sandbox, preventing the untrusted code that is usually downloaded from Web sites from accessing information on the executing computer.

Java also uses code-signing, in which a code producer signs its code to provide a proof of trustworthiness. Based on the reputation of the code producer, Java (or the user) can decide whether the code can be trusted to be executed.

Proof carrying code is another technique to avoid trusting the producer of the code. Here, the user specifies a safety requirement, and the creator of the code must generate a proof that the code meets the desired safety properties and integrates them with the code [49].

4.6 Cyber Attack Trends, Threats, and Homeland Security

The Internet and information technology at large have become ingrained in our lives. This assimilation of information technology in our lives has made cyber attacks more attractive. There is a clear shift from cyber attacks carried out by a few technically savvy and curious hackers, to cyber attacks that can be mounted by a
wide range of people or groups. The latter has clearly defined economic, political, religious, or national motivations.

In this section we discuss these trends by studying some recent examples. We start with cyber crime and botnets that are the driving force behind most of the Internet-based attacks. Worms and distributed denial of service (DDoS) attacks that threaten the communication infrastructure of the Internet are explained next. Finally, we describe cyber espionage and cyber attacks against the critical infrastructures, which are of paramount importance in homeland security.

### 4.6.1 Cyber Crime and Botnets

While the occasional widespread worm (Section 4.6.2) or significant DDoS attack (Section 4.6.3) steals the media attention, there is a much more prevalent group of attacks keeping a low profile since attention can bring down their profits. Malfeants do not want people to realize that their computers have been compromised and are being used to host illegal content, to send spam, or to perform DDoS attacks.

There is a large underground market based on a wide variety of criminal activities. Theft of intellectual property, extortion based on the threat of DDoS attacks, fraud based on identity theft, credit card fraud, spamming, phishing, sales of bots (i.e., compromised computers), sales or rentals of botnets (i.e., networks of compromised computers under the control of the botnet owner), sales of stolen source code from software companies, and sales of malware or tools to create attacks (the vendor even provides technical support) are just a few examples of ways that they are making it easier for unskilled attackers to commit cyber crimes.

The prevalence of these activities and the large amount of compromised computers in the world can be recognized by the fact that the average compromised computer is being sold by an estimated average of 4 cents [50].

Botnets are one of the most coveted electronic goods. With several million messages sent per day, sending spam is the primary source of income for botnet operators. Botnets can be rented and sold for performing attacks, such as DDoS attacks (see Section 4.6.3). Other forms of attacks are, however, possible. For example, a botnet attack, targeting the user accounts in eBay and making fraudulent transactions, was detected in September 2007 [51].

Botnet operators are also very active in protecting their networks. They buy and steal botnets from each other, protect their compromised computers against compromise by other people, and actively attack security companies focusing on defeating spam. For example, in 2006, botnets launched DDoS attacks against BlueSecurity (forcing the company to abandon its antispam efforts), and other antispam and antimalware groups such as CastleCops, Spamhaus, and URIBL were victims of DDoS attacks in 2007. From the standpoint of those defending against cyber war, the problem is that the existence of lucrative spamming and
underground criminal business keeps the botnets in operation and motivated to stick around and fight security companies [52].

At the time of this writing, the Storm botnet (first detected in January 2007) was considered to be the largest botnet identified by security researchers. The number of compromised computers it controls has been estimated to be from several hundred thousands up to 50 million [53]. Although estimating the size of a botnet is a very difficult task, and estimates themselves may not be very reliable [54], it is clear that the size of botnets is very large.

The Storm botnet is also highly resilient to efforts to take it down. Its command and control architecture is based on a peer-to-peer (P2P) network, with several redundant hosts spread among 384 providers in more than 50 countries. Furthermore, in order to hide infected machines and malicious Web sites, the Storm botnet uses a technique called fast flux, a method in which the DNS records of a Web site’s domain name are constantly rotating and changing their IP addresses. Additionally, the infection code is polymorphic, so antivirus designers have a harder time crafting signatures against it. Storm’s malware also tries to avoid infecting virtual machines and, therefore, security researchers have less opportunities to study the malicious code—virtual machines are typically used in honeypots; see Section 4.4.1.

### 4.6.2 Widely Spread Malware

In this section we summarize the recent worms, email viruses, and email Trojans, focusing on their side effects and their impact in different infrastructures.

The timeline of widespread worms and viruses did not see any major contenders to the original Internet worm of 1988 until 1999, when the Melissa email virus was released. Although the virus did not carry a malicious payload, it saturated email servers, creating an unintentional DoS attack. A similar email virus, the ILOVEYOU virus, was released a year later.

In 2001, three major Internet worms were released [55]: Code Red 1, Code Red 2, and Nimda. Code Red 1 infected approximately 360,000 computers in just six days, creating routing disruptions in the Internet. From the 20th until the 27th of each month it attempted to use all the compromised computers to launch a DDoS attack against the IP address of the White House. The White House responded to this threat by changing its IP address. Code Red 2 and Nimda showed improved spreading techniques over Code Red 1. Computers infected by Code Red 2 searched for vulnerable computers in their vicinity (local area networks), and Nimda had different methods to spread itself (IIS vulnerability, emails, and scanning for backdoors). Code Red 2 left a backdoor in infected computers, allowing an attacker to connect and control the computer at a later stage, thus having the potential of creating a botnet. Interestingly enough, Nimda used these backdoors to help its propagation.
The fastest spreading worm to date was released in 2003. Slammer compromised over 75,000 computers in just 10 minutes by exploiting (via UDP) a buffer overflow in Microsoft’s SQL Server software. Due to this fast spread, the worm disrupted parts of the Internet, the phone service in Finland, airline reservation systems, credit card networks, 13,000 ATMs on the Bank of America network [56], and it shot down display systems at the Davis-Besse power plant in Ohio [57]. A couple of months later, the Blaster worm was released, and it was widely suspected of contributing to a power loss at a power plant providing electricity to parts of New York state.

Although these worms created widespread damage, this damage was mostly a side effect of the spreading behavior of the worm. These attacks could have been much more damaging if they had included a malicious payload. In 2004, Witty carried such a destructive payload: it corrupted randomly the hard drive sections in compromised computers. But this was not the only accomplishment of Witty [58]. Witty showcased the increased sophistication of worms, since it started compromising hosts with a list of known vulnerable computers, and it was released just one day after the ISS firewall vulnerability was made public.

The current most widely spread computer infection is due to the Storm Trojan/virus. Storm has been used to construct the largest botnet to date. At the time of this writing, the botnet is still active and increasing. It spreads via emails directing users to a Web page hosting the malicious code, or to open a malicious Trojan that attempts to exploit several vulnerabilities in Windows computers. Storm also reflects the trend of creating worms and email Trojans for profit. The size of the Storm botnet should also be a concern for any nation, since the owner of the botnet can not only use it to commit fraud against hundreds of citizens in many countries, but it can potentially launch DDoS attacks several times larger than the ones against Estonia in 2006.

4.6.3 DDoS Attacks, Estonia, and Hacktivism

A DoS attack can be defined as an attack designed to disrupt, or completely deny, legitimate users’ access to networks, servers, services, or other resources. In a distributed denial of service (DDoS) attack a botnet (or several botnets) launches a coordinated attack onto a single computer by flooding it with massive volumes of useless traffic. The flood of incoming messages to the target can occupy all the resources that the target could use to service legitimate traffic. Figure 4.4 illustrates this concept.

The first widely publicized DDoS incident occurred in 2000, when several of the most popular Web sites—Yahoo, Amazon.com, E-Trade, eBay, and CNN.com—fell victim to DDoS attacks.

Since then, DDoS attacks have become commonplace. The vast majority of DDoS attacks are not publicized and include a wide range of global victims,
from small commercial sites to educational institutions, public chat servers, and government organizations. In a recent study, Moore et al. [59] estimated that the vast majority of victims of the attacks were home users and small businesses rather than large corporations. Over three years, the researchers witnessed over 68,000 attacks, and yet this number is an underestimate, since they only monitored attacks where the bots used spoofed IP addresses (and spoofing IP addresses is not necessary in DDoS attacks).

Two of the most relevant DDoS attacks for the scope of this book are the DNS attacks in 2002 and 2007, and the attacks against Estonia in 2006.

Although the DDoS attacks against the DNS infrastructure in 2002 and 2007 had little impact on Internet users, they are relevant because of the potential consequences of a successful attack: if the attacks had been successful, the Internet communication infrastructure would have suffered a major disruption.
in service. However, since the DNS service is one of the most resilient services on the Internet, the amount of resources required to mount a successful attack is extraordinarily large. On the other hand, the attacks against Estonia were extremely successful by using even less resources than those required for the DNS attacks and much less than the resources used by botnets in their battles against antispam companies [52].

The cyber attacks against Estonia began as a retaliation to Estonia’s plans for moving Soviet-era war memorials. The attacks were incited via Russian-language chat rooms: some people volunteered their computers by following the instructions on how to launch a ping attack and some other attackers defaced several Estonian Web sites. However, most of the damage came as DDoS attacks from botnets. The DDoS attacks blocked online access to banks and government Web sites, including the government ministries.

Estonia initially blamed Russia for the attacks, but the Kremlin denied the accusations. Most experts found the evidence of official Russian involvement weak, and concluded that the attacks in Estonia were the work of hacktivists, activists that use the Internet as a tool to advance their cause. At the end, Estonia accepted the idea that it was the work of individuals, but hopes Russia will cooperate in tracking the perpetrators.

Hacktivist activities are nothing new [60]. Some of the activities sparked by international tensions include the Web defacements between China and Taiwan in 1999, between Israel and Palestine in 2000, between China and the US after the bombing of the Chinese embassy in Belgrade in 1999, and in 2001 when one of the US spy planes collided with a Chinese airplane. In the recent Iraq war, there were a series of DDoS attacks against Al Jazeera’s Web site, and the defacement of the Iraqi government Web site [61]. Although in several cases there is speculation about government involvement in these attacks, most of them are assumed to be part of independent groups.

However, even if these attacks were the product of independent groups, they should serve as a reminder of the fragility of the security of several Internet Web sites, and of the threat posed by large botnets. Based on estimated prices for renting botnets, the attacks on Estonia could have been carried by $100,000 [52], a sum within the reach of independent groups.

4.6.4 Cyber Espionage and the Athens Affair

Cyber espionage is another major threat for the security of a nation. It is natural to assume that several nations (or even independent groups) perform some level of espionage or intelligence gathering on each other by complex computer network attacks [62]. However, the details of these attacks are generally kept confidential.

One of the cases that researchers have been able to study and disclose publicly was the “Athens affair” [63], a case in which hackers broke into Vodafone’s
telephone network in Athens and subverted its built-in wiretapping features for their own purposes.

The cell phone bugging began sometime during the run-up to the August 2004 Olympic Games in Athens and remained undetected until January 24, 2005. The tapped cell phones included the prime minister of Greece, the defense and foreign affair ministers, top military and law enforcement officials, the Greek EU commissioner, activists, journalists, the mayor of Athens, and at least 100 other high-ranking dignitaries.

In 2005, while looking into what appeared to be a glitch, Ericsson found unauthorized software had been installed in two of Vodafone’s central offices. The tapping is possible in the central offices because GSM calls are only encrypted between cell phones and the base station. However, the main reason the attack succeeded was because the rogue software used the lawful wiretapping mechanisms of Vodafone’s digital switches to tap about 100 phones, a wiretapping mechanism that is supposed to be available only to the law enforcement agencies in Greece and with the appropriate warrants.

After the forensic investigation was performed on the rogue software, it was concluded that the developers who created this malware were experts. The intruders included a backdoor to install, operate, and update their wiretapping software without being detected by Vodafone or Ericsson. The software also included a rootkit that made it invisible to network operators and deleted all logs of its activities. Finally, the program was written in the PLEX language, a language where most of the information is available to only very trained individuals. Due to these facts, people have speculated that the culprits behind the attacks required the resources available only to insiders, or to a foreign spy agency.

The implications of this incident are far reaching and very relevant due to current developments in the US. First, the recent warrantless wiretapping advances by the US government on calls within the US have raised concerns because these procedures can in fact make the job of a hacker (or foreign spy agency) easier for listening to these conversations [64].

Additionally, the recently released information about DCSNet [65], the wiretapping network that makes it easy for FBI operatives to tap into conversations, has raised similar concerns. Critics argue that the lack of proper security measures for DCSNet means that there is no trustworthy way to prevent an attacker from exploiting the system; in other words, creating an infrastructure for wiretapping (in addition to recent warrantless wiretapping laws under the “Protect America Act”) just makes the job of a malicious wiretapper easier [66].

### 4.6.5 Critical Infrastructure and Cyber Security

All of the critical infrastructures (energy, telecommunications, transportation, banking and finance, continuity of government services, water supply systems,
gas and oil production, and emergency services) are dependent on the computer communication infrastructures. Moreover, the computer information infrastructures are themselves dependent on many of the critical infrastructures, such as electric power grid and telecommunications systems. A successful cyber attack on the supervisory control and data acquisition (SCADA) and other control systems for the critical infrastructures could have a significant impact on public health, economic losses, and potential loss of lives. Securing control systems in critical infrastructures is thus a national priority for the department of homeland security [67].

To date, there have been relatively few attacks on the critical infrastructures. However, security studies from the U.S. Department of Energy (DOE) and commercial security consultants have demonstrated the cyber vulnerabilities of control systems [67–69]. In one of the most recent demonstrations of the vulnerability of the critical infrastructure, a security researcher was able to break into a nuclear power station and within a week take over the control plant [70]. This is not the first time that a critical infrastructure has been penetrated. In 2000, a 48-year-old Australian man, who was fired from his job at a sewage-treatment plant, remotely accessed his workplace computers and poured toxic sludge into parks and rivers [70].

In January 2003, computers infected with the Slammer worm (SQL Server worm) shut down safety display systems at the Davis-Besse power plant in Oak Harbor, Ohio. A few months later, another computer virus was widely suspected by security researchers of leading to a power loss at a plant providing electricity to parts of New York state. A third incident was the power outage of August 2003 in the Midwest and Northeast of the United States, and Canada. Even though the incident was not an act of terrorism, it demonstrates the vulnerability of the electric power grid. In fact, some of the documents gathered from Al Qaeda in 2002, suggested that they were considering a cyber attack on the power grid.

Cyber security is one of the most fundamental aspects of critical infrastructure protection. We need to study and assess the threats and risks of possible cyber attacks, and implement suitable defenses.

### 4.7 Conclusions

There has been a lot of speculation about state-funded cyber militias and espionage, but without identifying the clear culprits of several of the recent attacks, there is no conclusive evidence for most claims. However, three things are clear: (1) most governments are investing in cyber warfare activities (in defense and offense), given that any conflict in the twenty-first century will necessarily involve the use of information technology, (2) any conflict, or international tension in the physical world, will have its counterpart effect in the Internet, and (3) there
are large economic incentives for crime in the Internet. If we leave these activities unchecked, they will increase.

Although cyber war, cyber terrorism, and hacktivism pose real threats, they tend to attract most of the media attention and public opinion, leaving the thriving criminal activities on the Internet relatively unnoticed. Cyber crime is also expected to expand to new technologies: cell phones, personal digital assistants, music players, and embedded hardware can give rise to new vulnerabilities and risks.

Even though the threats and concerns about cyber security seem daunting, we believe that efforts to raise public awareness, new policy rules, investment in research for cyber security technologies, and an expansion in diplomacy and international cooperation for tracking and prosecuting criminals across different countries will greatly help in securing cyberspace. By providing a better cyber security, governments will be one step closer to providing homeland security to their citizens.
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