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Abstract—Many systems for which compressive sensing is used today are dynamical. The common approach is to neglect the dynamics and see the problem as a sequence of independent problems. This approach has two disadvantages. Firstly, the temporal dependency in the state could be used to improve the accuracy of the state estimates. Secondly, having an estimate for the state and its support could be used to reduce the computational load of the subsequent step.

In the linear Gaussian setting, compressive sensing was recently combined with the Kalman filter to mitigate above disadvantages. In the nonlinear dynamical case, compressive sensing can not be used and, if the state dimension is high, the particle filter would perform poorly. In this paper we combine one of the most novel developments in compressive sensing, nonlinear compressive sensing, with the particle filter. We show that the marriage of the two is essential and that neither the particle filter or nonlinear compressive sensing alone gives a satisfying solution.

I. INTRODUCTION

Compressive sensing (CS) [6], [13] has gained considerable attention the last decade. Its remarkable property of exactly estimating a linear system from far fewer measurements than what previously thought possible has inspired to many new interesting developments and applications.

The holy grail of compressive sensing is the ability to solve optimization problems of the form

$$\min_x \|x\|_0 \quad \text{subj. to } \quad y = Ax$$

where $x \in \mathbb{R}^n$ is here the sought parameter vector, $A \in \mathbb{R}^{N \times n}$ a sensing matrix which is generally assumed known, and $y \in \mathbb{R}^N$ a given vector of stacked measurements. For a detailed review of the literature, the reader is referred to several recent publications, such as [4] and [14].

One of the newest developments in compressive sensing is nonlinear compressive sensing (NLCS) [2], [3], [20]. In NLCS the measurement equation is not required to be linear. This is particularly interesting in applications where physical limitations make the measurement equation nonlinear. In e.g., X-ray crystallography and many applications in optics, only intensities are observed. Since $x$ in these applications often is a complex valued vector, the phase information is lost when measuring. The measurement equation then takes the form

$$y = |Ax|^2, \quad y \in \mathbb{R}^N, \quad A \in \mathbb{C}^{N \times n}, \quad x \in \mathbb{C}^n,$$

where the absolute value and the square are acting elementwise on the complex vector $Ax$. Other applications with this type of nonlinear measurement equation show up in e.g., diffraction imaging [5], astronomy [10], [15], optics [27], x-ray tomography [12], microscopy [18], [1], [24], and quantum mechanics [9] and the problem is often referred to as the phase retrieval problem.

Many systems that are of interest in compressive sensing are dynamical systems. The temporal relation between $x$ is often neglected and compressive sensing applied repeatedly as if temporally consecutive $x$s would be independent. It is rather obvious that taking into account the temporal relation between two consecutive $x$s might improve estimation accuracy over treating two consecutive $x$s as independent vectors. It might also be that an estimate of $x$ at time $t$ can be used to reduce the computational load at time $t+1$.

In this paper we propose to combine nonlinear compressive sensing with particle filtering to estimate a sequence of sparse temporally dependent states. We will assume that the state support is unknown and estimate the state $x$ and its support from measurements $y$. We will show that this approach outperforms the alternative of neglecting the temporal relation between consecutive $x$s. We also show that the problem can not be solved by a particle filter alone and hence that the marriage of the two is essential.

II. BACKGROUND

Nonlinear state estimation is a system theoretic problem of great scientific importance in many fields and application domains. In general the estimation problems are an extension of static nonlinear parameter estimation problems where the unknown parameter vector obeys a given dynamic propagation law. Such propagation laws can be given in either continuous or discrete time by a nonlinear differential or difference equation. A state estimation problem is characterized via three classes of information: (a) the dynamic propagation law, (b) the measurement equation characterizing the relationship between the measured quantity and the unknown state vector and (c) the noise quantities characterizing (one of) the driving forces of the dynamic propagation law and the measurement errors made. In this paper we do not consider deterministic (known) driving forces for the dynamic propagation laws.
Despite the major interest, a generic solution to the nonlinear state reconstruction problems for nonlinear models for (a) and (b) and arbitrary noise statistics is computational untractable. Therefore successful solutions consists in specializing one or more of the information classes in the definition of nonlinear state estimation problems to “restrictive” circumstances and/or reciding to “approximate solutions”. One such famous family of algorithms are the so-called Extended Kalman filters where smooth nonlinear functions in the description (a) and (b) are assumed while the noise statistics are approximated by Gaussian probability density functions (see for instance [23]). Various improvements on these restrictions and/or assumptions were made since then. Here we mention the unscented Kalman filter (UKF) [17] and the derivative free nonlinear Kalman filter [21], set-membership state estimation [22], Ellipsoid state estimation [8] and the particle filter [16], [26].

An important specialization of the state reconstruction problem is for the case the unknown state vector is sparse. Thereby calling for a dynamic extension to the successfull research line of reconstruction of a large unknown parameter vector in linear least squares problems from a limited number of measurements by imposing sparsity constraints, as in compressed sensing [6], [13]. Such a dynamic extension for linear dynamics and linear measurement equation has recently been studied in [25], [28], [7], [11]. In these recent approaches, we recognize two families of approaches to perform “sparse state reconstruction”. The first, like [7] integrates the $\ell_1$ norm constraints as a pseudo measurement in a classical minimum variance or 2 norm (extended) Kalman filtering framework. Even for the case the dynamic propagation and measurement equation are linear, the 2-norm approximation requires iterations inheriting all advantages and disadvantages of the extended Kalman filtering. The second class of filtering methods try in addition to the reconstruction of the state, to estimate its support as well. The sparsity estimation was dealt with in [28] with a multiple of particle filters, whereby the large dimensional output vectors was mapped onto a lower dimensional space using classical ideas of compressive sensing. In [25] a combination of a classical generalized likelihood ratio testing for expanding (or decreasing) the unknown support set of the state vector is combined with classical reduced Kalman filtering. Later on the same author and collaborators in [11] have adapted the PF with an importance sampling step for predicting the possibly “abrupt” changes in the support of the state. That support prediction is based on classical $\ell_1$ regularized compressed sensing solutions for static linear measurement equations. In this paper a generalization to particle filters for nonlinear measurement equations is presented.

III. Setup

We will assume that the state $x$ follows a nonlinear process model with additive process noise and that the support (i.e., the set of indices corresponding to nonzero elements) of $x$ is slowly varying. The state $x$ will have dimension $n$ and the measurements $y$ dimension $N$. We will restrict ourself to quadratic measurement equations. We do this to ease the notation and also because we believe that it is an important special case that provides a sufficiently good approximation of the nonlinearity in many applications of interest. As shown in [19], the extension to handle more general nonlinearities is rather trivial. We will for simplicity assume that the measurement noise $w$ is additive and Gaussian. The process noise $v$ will be assumed additive and with a probability density function (pdf) given by $p_w(x)$. $q : R^n \rightarrow R^n$ is the process function and $h : R^n \rightarrow R^N$ the measurement function with the $i$th element

$$(h(x))_{i} = a_i + b_i^T x + x^T Q_i x, a_i \in R, b_i \in R^n, Q_i \in R^{n \times n}.$$ $\text{diag}(\cdot)$ produces a quadratic matrix with its argument on the diagonal. In particular, if we let $\beta(t)$ be a binary row vector of length $n$, the dynamical nonlinear model takes the form:

\begin{align}
  x(t+1) &= \text{diag}(\beta(t)) \left[ g(x(t), t) + v(t) \right], \quad \text{(3a)} \\
  y(t) &= h(x(t)) + w(t), \quad \text{(3b)} \\
  v(t) &\sim \mathcal{N}(0, R), w(t) \sim p_v, x(t) \in R^n, y(t) \in R^N. \quad \text{(3c)}
\end{align}

For each of the elements in $\beta(t)$, the binary value stays the same with probability $\alpha$ and the element is changed with probability $1 - \alpha$ (basically a Markov chain). It is assumed that $\alpha$ is close to 1. The indices of the nonzero elements of $\beta(t)$ make up the support. We will make the assumption that the number of elements in the support is rather small in comparison to the number of measurements $N$ and the state dimension $n$.

We will represent the distribution for the state $x$ using particle approximations. If we denote the $i$th particle at time $t$ by $x^{(i)}(t)$ and its corresponding weight by $w^{(i)}(t)$, the particle approximation using $M$ particles of the pdf of $x(t)$ given $\beta(t)$ and measurements up to time $t$ is

$$p(x(t)|\{y(s)\}_{s=1}^t, \beta(t)) \approx \sum_{i=1}^{M} w^{(i)}(t) \delta \left( x(t) - \text{diag}(\beta(t))x^{(i)}(t) \right). \quad \text{(4)}$$

$\delta(\cdot)$ is here used to denote the delta Dirac function. Similarly, we will let the particle approximation using $M$ particles of the pdf of the predicted state at time $t+1$, $x(t+1|t)$, given $\beta(t)$ and measurements up to time $t$, be given by

$$p(x(t+1|t)|\{y(s)\}_{s=1}^t, \beta(t)) \approx \sum_{i=1}^{M} w^{(i)}(t+1|t) \delta \left( x(t+1|t) - \text{diag}(\beta(t))x^{(i)}(t+1|t) \right).$$

Note that $x(t+1|t)$ is used to denote the predicted state at time $t+1$ given measurements up to time $t$. We accordingly let $w^{(i)}(t+1|t)$ denote the predicted weight at time $t$ of particle $i$ and $x^{(i)}(t+1|t)$ the predicted $i$th particle at time $t+1$, both using measurements up to time $t$. 


IV. NONLINEAR COMPRESSIVE PARTICLE FILTERING

In this paper we treat and analyze the problem of sparse estimation with nonlinear dynamics and quadratic measurement equations by combining ideas from particle filtering and nonlinear compressive sensing, and in particular quadratic basis pursuit (QBP) [20]. We believe that a second order Taylor expansion of the measurement function often is sufficient and therefore restrict the discussion to quadratic measurement functions.

We will describe the nonlinear compressive particle filter (NCPF) in detail in the following subsections, however, we start by giving a brief outline of the algorithm:

0) **Initialization**: Given an estimate for $\beta(0)$ and the number of particles to be used $M$. Generate $\{x(i)\}_{i=1}^{M} \in \mathbb{R}^{n}$ by sampling from some given initial distribution $p_{0}$. Initialize the particles $\{x^{(i)}(1)\}_{i=1}^{M} \in \mathbb{R}^{n}$ by $x^{(i)}(1) = \text{diag}(\beta(0))z^{(i)}$, $i = 1, \ldots, M$. Initialize the weights by $\{w^{(i)}(1)\}_{i=1}^{M} = 1/M$. Form a particle approximation of the predictive distribution $p(x(1)|\beta(0))$ by $\hat{p}$. Set the design parameter $\Delta t$, $\lambda$ and $\epsilon$. When $y(1)$ becomes available, set $t = 1$ and proceed to step 1.

1) **Propagate the Predictive Distribution One Step**: Given $y(t)$ and a particle approximation of the predictive distribution at time $t$, $p(x(t|t-1)|\{y(s)\}_{s=1}^{t-1}, \beta(t-1))$, compute a particle approximation of the predictive distribution at time $t = t + 1$, $p(x(t+1|t)|\{y(s)\}_{s=1}^{t}, \beta(t-1))$, using $\beta(t-1)$. Proceed to step 2.

2) **Add Elements to the Support**: If the likelihood for the observations $y(t)$, $p(y(t)|\hat{x}(t))$, where $\hat{x}$ is an approximation of the expected value of $x(t)$, falls below some threshold, apply ideas from NLCS to detect what new elements of $x$ are likely to be nonzero and add their indices to the support by updating $\beta(t-1)$. Proceed to step 3.

3) **Remove Elements from the Support**: If the mean of an element of $x$ gets within some $\epsilon$-bound from zero and remains within this bound for $\Delta t$ consecutive time steps, exclude that element from the set of nonzero elements by setting corresponding element in $\beta(t-1)$ to zero.

4) **Update the Predictive Distribution**: If the support has changed, set $\beta(t - \Delta t - 1) = \beta(t - 1)$, compute $p(x(t - \Delta t|t - \Delta t - 1)|\{y(s)\}_{s=\Delta t}^{t-1}, \beta(t - \Delta t - 1))$, set $t = t - \Delta t$, and return to step 1. Otherwise, set $\beta(t-1) = \beta(t)$, $p(x(t+1|t)|\{y(s)\}_{s=1}^{t}, \beta(t)) = p(x(t+1|t)|\{y(s)\}_{s=1}^{t}, \beta(t))$, $t = t + 1$ and return to step 1.

We will in the following five subsections describe each of these steps in detail.

A. **Step 0: Initialization**

We will assume that at time $0$ we are given an estimate for the support $\beta(0)$. This could for example be computed by seeking the sparsest solution satisfying the measurement equation at time $t = 1$. Since the measurement function $h$ is assumed to be a quadratic function, QBP [20] provides a suitable method for finding an estimate of the initial support. Initialize the particles $\{x^{(i)}(0)\}_{i=1}^{M}$ by sampling $z^{(i)}$, $i = 1, \ldots, M$, from $p_{0}$ and then set $x^{(i)}(1) = \text{diag}(\beta(0))z^{(i)}$, $i = 1, \ldots, M$. Set the weights $\{w^{(i)}(1)\}_{i=1}^{M} = 1/M$ and form the particle approximation of the predictive density $p(x(1)|\beta(0))$ using $\hat{p}$. Set the design parameter $\Delta t$, $\lambda$ and $\epsilon$. When $y(1)$ becomes available, set $t = 1$ and proceed to step 1.

B. **Step 1: Propagate the Predictive Distribution One Step**

In this step we propagate the predictive distribution $p(x(t|t-1)|\{y(s)\}_{s=1}^{t-1}, \beta(t-1))$ one time step forward and compute $p(x(t+1|t)|\{y(s)\}_{s=1}^{t}, \beta(t-1))$. Note that $\beta(t-1)$ is kept fixed and we will deal with the update of $\beta$ and how that changes the predictive distribution in step 2, 3, and 4, explained in subsections C, D, and E respectively. The propagation of the predictive distribution is done in three steps:

1) **Measurement update**: As $y(t)$ is made available, update the weights $\{w^{(i)}(t|t-1)\}_{i=1}^{M}$ according to

$$w^{(i)}(t) = \frac{p(y(t)|x^{(i)}(t|t-1), \beta(t-1))w^{(i)}(t|t-1)}{\sum_{j=1}^{M} p(y(t)|x^{(j)}(t|t-1), \beta(t-1))w^{(j)}(t|t-1)},$$

for $i = 1, \ldots, M$. Since we assumed Gaussian additive measurement noise,

$$p(y(t)|x^{(i)}(t|t-1), \beta(t-1)) = N(y(t); h(x^{(i)}(t|t-1)), \mathbf{R}),$$

for $i = 1, \ldots, M$.

2) **Resample**: Resample using e.g., sampling importance resampling (SIR) [16].

3) **Time update**: Let $x^{(i)}(t + 1|t) \sim p(x(t + 1|t)|x^{(i)}(t), \beta(t-1))$, $i = 1, \ldots, M$. This can be done by sampling $z^{(i)} \sim p_{v}$, $i = 1, \ldots, M$, and then let

$$x^{(i)}(t + 1|t) = \text{diag}(\beta(t-1)) \left(g(x^{(i)}(t), t) + z^{(i)}\right),$$

for $i = 1, \ldots, M$. Set

$$w^{(i)}(t + 1|t) = w^{(i)}(t), \quad i = 1, \ldots, M.$$

C. **Step 2: Add Elements to the Support**

At each time, likehood for the given measurement given a particle approximation of the expected value of $x(t)$ is computed. We do this by first computing an approximation of the expected value of $x(t)$ by

$$\hat{x}(t) = \sum_{i=1}^{M} w^{(i)}(t)x^{(i)}(t).$$

We then evaluate $N(y(t); h(\hat{x}(t)), \mathbf{R})$ to get the likelihood of $y(t)$ given $x(t)$. If the likelihood is below some threshold, it is likely that an element not in the support has become nonzero. The most natural thing to do would then be to seek the $x$, that additional to the elements indicated by $\beta(t-1)$ has
one extra nonzero element, and that maximizes the likelihood $\mathcal{N}(y(t); h(x), R)$. This problem can be shown given by:

$$
\begin{align*}
    \min_x & \quad \|y(t) - h(x)\|_R \\
    \text{subj. to} & \quad \|(I - \text{diag}(B(t-1)))x\|_0 = 1
\end{align*}
$$

(11)

This problem is unfortunately nonconvex. Inspired by the novel developments in NLCS and QBP, introduce

$$
X = \begin{bmatrix} 1 \\ x \end{bmatrix}, \quad P = (I - \text{diag}([1 \ B(t-1)]))
$$

(12)

Problem (11) can now be shown equivalent to

$$
\begin{align*}
    \min_{X \geq 0} & \quad \|y(t) - H(X)\|_R \\
    \text{subj. to} & \quad \|XPX\|_0 = 1,
\end{align*}
$$

(13)

if we define

$$
\Phi = \begin{bmatrix} a_i & b_i^{T} / 2 \\ b_i / 2 & Q_i \end{bmatrix}
$$

(14)

and the $i$th element of $H : \mathbb{R}^{(n+1) \times (n+1)} \to \mathbb{R}^N$ as

$$
(H(X))(i) = \text{Tr}(\Phi_i X).
$$

(15)

The rank and the zero-norm constraint make this problem nonconvex. If we relax the rank constraint and instead minimizes a convex surrogate for the rank, we obtain the optimization problem:

$$
\begin{align*}
    \min_{X \geq 0} & \quad \|X\|_* + \lambda \|y(t) - H(X)\|_R \\
    \text{subj. to} & \quad X(1, 1) = 1, \|XPX\|_0 = 1.
\end{align*}
$$

(16)

$\| \cdot \|_*$ is here used to denote the nuclear norm, a well known convex surrogate for the rank of a matrix. Since $X$ is constrained to be a positive semidefinite matrix, the nuclear norm is the same as the trace of $X$. $\lambda$ decides the tradeoff between the nuclear norm of $X$ and the term $\|y(t) - H(X)\|_R$. If the solution $\Delta X$ to (16) is not rank 1, $\lambda$ needs to be decreased. In general, the solution is rather insensitive to variations in $\lambda$ as long as a small enough $\lambda$ is chosen. The zero norm is now the only thing that makes this problem nonconvex. However, even though this problem is nonconvex, it is computationally tractable. Define the $(n+1) \times (n+1)$-dimensional matrix $I_j$ as an identity matrix but with the $j$th diagonal element set to zero,

$$
I_j = \text{diag}([1 \cdots 1 \ 0 \cdots 1])
$$

(17)

We now constraint all elements except one of $PXP$ to be zero, say that the $j$th element is allowed to be nonzero, and solve the convex semi-definite program (SDP)

$$
\begin{align*}
    c(j) = \min_{X \geq 0} & \quad \|X\|_* + \lambda \|y(t) - H(X)\|_R \\
    \text{subj. to} & \quad X(1, 1) = 1, I_j P_j X P_j = 0.
\end{align*}
$$

(18)

repeatedly for $j = 1, \ldots, n$. The $X$ associated with the smallest $c(j)$ and a $j$ not already in the support, solves (18). Set $B(t-1)$ to reflect the support of $X(2 : n + 1, 1)$ (the second to the last element of the first column of $X$).

D. Step 3: Remove Elements from the Support

An index is removed from the support if the element associated with it has an approximate expectation value that for $\Delta t$ consecutive time steps stays within some epsilon bound of zero. $\hat{x}(t)$ computed in (10) is used as an approximate expectation value for $x(t)$.

E. Step 4: Update the Predictive Distribution

If the support has changed, set $B(t - \Delta t - 1) = B(t - 1)$. Compute the particle representation of the predictive density at time $t - \Delta t$, $p(x(t-\Delta t | t-\Delta t - 1) | \{y(s)\}_{s=1}^{t-\Delta t-1}, B(t - \Delta t - 1))$, by updating the previously used particle representation for the predictive density at time $t - \Delta t$ as follows:

- If an element has been added to the support, use the initial distribution $p_0$ to initialize the new nonzero element in the particles $\{x^{(i)}(t - \Delta t | t - \Delta t - 1)\}_{i=1}^M$.
- If an element has been removed, set the corresponding element in $\{x^{(i)}(t - \Delta t | t - \Delta t - 1)\}_{i=1}^M$ to zero.

Set $t = t - \Delta t$, and return to step 1. Otherwise, set $B(t-1) = B(t)$, $p(x(t+1 | t) | \{y(s)\}_{s=1}^t, B(t)) = p(x(t+1 | t) | \{y(s)\}_{s=1}^t, B(t))$, $t = t + 1$ and return to step 1.

V. Numerical Evaluation

In this example we simulate data using the nonlinear dynamical model

$$
\begin{align*}
    x(t+1) &= \text{diag}(B(t)) (x(t) + v(t)), \\
    y(t) &= h(x(t)) + w(t), \\
    w(t) &\sim \mathcal{N}(0, 0.01I), \quad v(t) &\sim \mathcal{N}(0, 0.01I).
\end{align*}
$$

(19a) (19b) (19c)

$B(0)$ was set to 0 and changed (either an element added or removed) with probability 0.03. $a_i, b_i, Q_i, i = 1, \ldots, N$, were all generated from a unitary Gaussian distribution. The state dimension was set to $n = 30$ and the measurement dimension to 20. $M = 10^6$, $\lambda = 1$, $\Delta t = 3$ and the system was simulated 50 time steps. The whole simulation, including NCPF, took less than half a minute on a standard laptop computer. Fig. 1 and 2 show, for a typical simulation, the true state (dashed lines) and the estimated (solid lines) expectation value of the state from the NCPF. State 1 was nonzero between $t = 0$ and $t = 38$. At time $t = 26$ element 27 in the state was added to the support. As seen in the figure, the NCPF almost perfectly manage to track and detect the correct state elements as nonzero. Fig. 1 and 2 illustrate the particle densities for the first and 27th element of the state as it propagates over time.

We compare these results to that of a particle filter and to the result obtained by ignoring the temporal dependence between states and apply NLCS at each time instance.

A. Particle Filter

It is well known that particle filter can not handle problems of too high dimension (the state dimension $n$ large). This is intuitively understood from the fact that each particle represent a hypothesis. As the dimension increase so does also the different directions the noise can disturb the state etc. The number of hypothesis needed can hence seen growing
exponentially in the state dimension. The number of particles needed to handle a low dimensional system is therefore far fewer than for a high dimensional system.

Here we apply the particle filter with $10^6$ particles to estimate the full 30 dimensional state. To be fair, we initialized the particles to the true state (the support of the true state at $t = 1$ was given to the NCPF). The estimated expectation value for the first element in the state and a visualization of the particles are shown in Fig. 3. As seen, the particle filter totally fails to estimate the first element of the state. Neither does it succeed in giving a usable estimate for element 27.

B. Nonlinear Compressive Sensing

NLCS can approximate the solution of problems of the form

$$\min_{x, w} \|x\|_0 + \|w\|_R$$

subj. to \(y(t) = h(x) + w\). \hspace{1cm} (20)

If we neglect the time dependence, and as a new \(y\) becomes available use (20) to find \(x(t)\), we get the results shown in Fig. 4. Dashed line shows the true first and 27th state element and the solid line, NLCS estimates of the first and 27th state element. Fig. 5 shows the full state estimates. As seen, NLCS gives comparable results with NCPF. However, the computational complexity is not comparable and while the NCPF took less than half a minute to run, the NLCS simulation took about 10 minutes.

C. Compressive Sensing and Some Remarks

We also applied ordinary linear compressive sensing to approximate the state. The result was worst than that shown above for the NLCS. This is maybe not that strange since ordinary compressive sensing neglects the quadratic part of the measurement equation. We also combined ordinary compressive sensing with the particle filter. This did not
provide a satisfying result and compressive sensing often failed to detect the correct state to be added.

Last we want to add that the weakest part in NCPF is not the mechanism for adding or removing elements. The times we saw week performance, it was because the particle filter diverged.

VI. CONCLUSION

This paper proposes Nonlinear Compressive Particle Filtering (NCPF), a novel combination of nonlinear compressive sensing and the particle filter. The proposed framework is shown to work better than nonlinear compressive sensing and particle filtering alone and offers an attractive solution to nonlinear sparse filtering.
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